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PREFACE 

Nowadays, micromechanics (i.e., mechanics of microsystems) is probably one of 
the most promising and rapidly growing fields among new emerging technologies. In 
fact, the possibility of reducing the size of mechanical structures to the micro-domain 
opens a wide variety of possible applications in the biomedical, aeronautical, and 
automotive fields, in robotics, in molecular engineering, in fiber optics, and infiuidics 
technology. One of the main aspects that slows down the development of innovative 
industrial products based on microsystem technology is the existing lack of 
engineering tools to allow a reliable design of microsystems . 

The aim of this book is that of collecting the texts o the lectures given at the 
CISM course on: Microsystems Mechanical Design, hold in July 2004. 

The purpose of this course was to introduce the basic tools used in the 
mechanical design of microsystems, the fabrication methods for these systems, and 
several applications of this technology. The links between micro- and 
nanotechnologies were also discussed and light was shed on the potential applications 
of microsystems to nano-scale manipulation of matter, thus introducing the topic of 
nano-scale engineering mechanics, which will be fully explored in a future course. 

This book is arranged in 8 sections. In the first section an introduction on 
microsystems and the techniques for their fabrication will be presented, with a 
thoroughly description of surface and bulk micromachining techniques and of other 
microfabrication processes as LIGA and anoding bonding. 

In the next three sections the case of microsystems loaded electrostatically is 
considered. In particular scale effects are discussed, the static and the dynamic 
behaviors of a single degree of freedom electromechanical microsystem are 
considered; an extension to multi-degree of freedom system is also proposed with the 
aim analyzing the case of continuum structures discretised with FEM and BEM 
techniques. The case of a cantilever beam loaded electrostatically was finally 
considered and an overview of the main analytical and numerical solutions available 
in literature is proposed. 

As an example of application, in the fifth section the design case of a 
microactuator with integrated position sensor was considered, particularly 
concerning structural and thermal analysis and also the electrical circuit design to 
achieve the capacitive readout of position. 

A section is then dedicated to micro and nano assembly; different microassembly 
technique and devices as mechanical and vacuum grippers, electrostatic and magnetic 
manipulation approach are discussed. New emerging nanoassembly techniques based 
on charge writing, and liquid phase and gas phase assembly of nanoparticles are also 
presented 

Compliant microstructures are widely used in the design of microsystems. A broad 
overview of the topics related to the mechanical design of compliant micromechanisms 
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is thus presented in the next section. Design methodologies to be used in the design of 
devices based on leaf springs, flexural notches and continuum structures with 
distributed compliance are given, and a critical presentation of the peculiarities of 
these solutions is provided. 

In the last section the basic concepts related to the newly emerging field of 
microfluidics are presented. Following a brief introduction of the general conservation 
and particular laws, three size effects are introduced. The velocity slip boundary 
condition for gas flows as well as the electrokinetic and polar-mechanics effects for 
liquid flow in microdomains are introduced. Pressure-driven gas flows and 
electrokinetically-driven liquid flows in microchannels are analyzed in details. Finally, 
several flow diagnostic techniques and fabrication of microfluidic systems are 
described. 

In conclusion we thank Professors Velarde and Stepan for their aid and 
encouragement in the organization of the workshop. We wish also to thank Ms. P. 
Agnola and all the local organizers in Udine for their hospitality and help in 
organizing this course. 

Eniko T. Enikov 
Francesco De Bona 
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Introduction to Micro-Systems and to the Techniques 
for Their Fabrication 

Eniko T. Enikov 

Department of Aerospace and Mechanical Engineering, University of Arizona, Tucson, AZ, 
USA 

Abstract This chapter presents an introduction to the main manufacturing pro
cesses for micro-systems. After a brief historical overview of the field of micro
systems, their main manufacturing techniques are reviewed. These include sub
strate preparation, photolithography, oxidation and diffusion, thin-film deposition, 
and wet and dry etching techniques. MEMS-specific processes including bulk- and 
surface-micromachining, LIGA, soft-lithography, and anodic bonding are also pre
sented. The material is illustrated with multiple examples of process parameter 
calculation. Examples of MEMS devices fabricated in the laboratory of the author 
are also provided. 

1 Definition of Micro-Electromechanical Systems 

The term micro-electromechanical systems (MEMS) was coined to describe a sub-
millimeter integrated electro-mechanical system that contains both electrical and me
chanical components with sizes in the range of 1 //m to 1 mm and is fabricated in a 
massively parallel manner through photolithography. Initially these were simple electro
statically driven cantilevers, fabricated using semiconductor processing techniques (Pe
terson, 1982). A defining feature of MEMS is their massively parallel manufacture, which 
results from the use of photolithographic tools for their fabrication. As a result, large 
quantities of identical planar devices can be made at a very low unit-cost. Another im
portant consequence of the use of photolithography is that the smallest feature producible 
with this technology has a characteristic dimension roughly equal to the wavelength of 
light (250-300 nm for UV systems). With the advance of exposure systems that now op
erate in deep UV, or use even shorter wavelengths such as e-beam lithography and x-ray 
lithography, the lowest size limit is constantly being broken and currently structures in 
the 30-100 nm range are possible. Figure 1 illustrates the size definition of MEMS in 
comparison with other commonly known structures and technologies. 

2 Brief History of Micro-Electromechanical Systems 

The technological origins of MEMS devices can be traced back to 1947, when the first 
semiconductor transistor was invented in Bell Telephone Laboratories. Approximately 
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Figure 1. The scale of micro devices. 

ten years later the first integrated circuit using a Ge sliver attached to a glass slide was 
demonstrated by Kilby (1964) of Texas Instruments (see Fig. 2). 

Figure 2. First Integrated Circuit. Courtesy of Texas Instruments 

Soon, Robert Noyce of Fairchild Semiconductor announced the development of a 
planar process capable of integrating multiple transistors and resistors on a single Si sub
strate, which led to a technological revolution in the electronic industry. Since the 1970s 
the number of integrated components per unit area has doubled every two to three years, 
a phenomenon dubbed Moore's law. Elements of micro-electromechanical systems were 
present even in the early days of the IC industry, though the term MEMS was not coined 
until the early 1980s. The defining feature of MEMS is the presence of a mechanical 
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component in addition to the electronic elements comprising the system. The first such 
devices were a resonant gate field effect transistor (RGT) (Nathanson and Wickstrom, 
1965) and a pressure sensor based on the piezoresitive effect of Si as demonstrated by 
Kurtz and Goodman (1974) during the period 1961-70. Soon, new manufacturing tech
niques such as isotropic and anisotropic etching of Si emerged (Waggener et al., 1967), 
allowing pressure sensor diaphragms and cavities to be built directly into the Si substrate 
in a single etching step. The period 1970-80 resulted in the demonstration of the first 
micro-machined accelerometer, the ink-jet printer nozzle, and various other solid-state 
sensors. Howe (1980) demonstrated the use poly crystalline silicon layers, forming capac-
itive structures on the surface of a Si substrate. Soon, the first surface micro-machined 
resonant cantilever gas sensor was demonstrated by Howe and Muller (1986) at Berkley. 
The ensuing interest in this technology soon led to an industrial and scientific boom, 
resulting in polysilicon accelerometers, electrostatic motors, and lateral comb drives. A 
series of conferences held in 1987-88 led to the widespread acceptance of the terms MEMS, 
micro-systems, and micro-machines in US, Europe and Japan, respectively. By the early 
to mid 1990s, polysilicon structures were being used to develop integrated accelerometers 
(Analog Devices; 1993), fight modulators and gratings (Sificon Light Machines; 1992), 
digital mirror display (Texas Instruments; 1993). 

With the maturation of this technology and the emergence of high aspect ratio micro-
machining methods such as LIGA (Menz, 1992), HEXSIL (Keller and Howe, 1995), soft-
LIGA (Sadler et a l , 2001), and Deep Reactive Ion Etching (DRIE)(Jansen et al., 2001), 
MEMS grew closer and closer to their macroscopic counterparts by extending in the 
third dimension. This development was quite important, since unlike integrated circuits, 
MEMS are required to perform some sort of mechanical action for which a robust actua
tor is needed. Interest in applying MEMS to biological and optical applications led to two 
new terms, "bio-MEMS" and "MOEMS" (Micro-Optical Electro-Mechanical Systems). 
Numerous foundries were opened in the US (e.g., MCNC and Sandia National Labs) and 
across the world to provide services to the MEMS community. In 1998-2002, coinciding 
with the "dot-com" (.com) era of economic boom and bust, many companies invested in 
optical MEMS for telecommunications and optical switching. Unfortunately, this enthu
siasm did not pay out and many companies were forced to close their doors. Since 2000, 
the research focus has shifted to radio-frequency (RF) MEMS for steerable antennas, 
switches, and variable RF attenuators and resonators. The interest in bio-MEMS and 
lab-on-a-chip applications continues to be strong, as is the area of nano-electromechanical 
systems (NEMS), a term reserved for systems with characteristic lengths below 100 nm. 

3 Basic M E M S Fabrication Process and Terminology 

3.1 Substrates 

Since MEMS emerged as a spin-off of well-developed semiconductor processes, the 
most commonly used substrates for MEMS are semiconductors such as Si, Ge, and 
GaAs. Due to the need for chemically inert materials, glass, ceramics, and lately even 
printed circuit boards (Enikov and Lazarov, 2003) have been utilized in the fabrication 
of MEMS devices. Silicon substrates are the most popular, since a wide range of pro-
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cesses and equipment is available for this material. Other commonly used substrates 
include boro-silicate glasses (Pyrex), alumina, and a range of polymeric materials in
cluding polymethyl-methacrylate (PMMA) and poly(dimethylsiloxane) (PDMS) rubber, 
mostly used in micro-fluidic and biomedical micro-devices. 

Silicon, which is a Group IV element, is the most widely used substrate material. 
Its unit cell can be constructed by starting with a face-centered cubic (FCC) cell and 
adding four more atoms at locations (a/4,a/4,a/4), (3a/4,3a/4,a/4), (3a/4,a/4,3a/4), 
and (a/4,3a/4,3a/4), where a is the lattice constant of the original FCC cell. These 
four atoms form a diamond lattice within the FCC lattice (see Fig. 3(a)). Large 
single crystals of Si are grown from a melt in a process called Czochralski growth. The 
process starts with a seed crystal approximately 0.5 cm in diameter, which is brought in 
contact with a Si melt. Through a slow withdrawal and rotation, a cylindrical boule with 
diameter up to 300 mm and length reaching 1-2 m is formed. The boule is then sliced 
and the slices polished to form very smooth substrates (wafers). The crystal orientation 
and doping type of each wafer are denoted by standard cuts ("flats") on its periphery, 
as indicated in Figure 4. The following are typical specifications for a starting Si wafer: 

• Orientation: (100) or (110) 
• Size: 2", 3", 4", 6", 8" 
• Thickness: 11-13 mils, 1 mil=l/1000 of an inch=25.4 /im 
• Dopant type: B, P, As 
• Dopant level (resistivity): 3-10 ^-cm 
• Defects: dislocation density less thab 100/cm^ 
• Bow: typically less than 20 //m 

A thorough substrate cleaning is also required at the beginning of the process to remove 
any organic films, particulates, native oxides, and metal ion contaminants, and to reform 
a contamination-free native oxide. Contamination usually occurs during the grinding 
and polishing process (heavy metals), from human handling, and from other chemicals 
coming in contact with the wafer or processing equipment. Therefore MEMS, similar to 
IC chips, are manufactured in clean-room environments, where the number of airborne 
particles is controlled. 

Similar to integrated circuit processing technology, MEMS are built through multi
ple cycles of material deposition (additive process), patterning (image formation), and 
pattern transfer (subtractive process). This cycle is illustrated in Figure 5. Electronic 
circuits typically use 10-18 photolithographic (patterning) steps, while MEMS structures 
can be usually constructed with fewer steps. These three fundamental processes are 
described briefly in the following sections. 

3.2 Photolithography 

Photolithography is the core of almost all fabrication process, since this step de
fines the geometry of the structures used in a micro-device. There are two types of 
photosensitive materials (photoresists or simply resists): positive and negative (tone) 
resists. With positive resists, the areas exposed to ultraviolet (UV) light become soluble 
through a photolysis process occurring in the polymer network. Conversely, negative 
resists become insoluble (cross-linked) in the areas exposed to UV light. Positive resists 
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Figure 4. Wafer types and flat orientation 

are sensitized with diazoquinone (DQ), which is base-insoluble but, when exposed to UV 
radiation, photolyses and produces car bene, which is then transformed to ketene (using 
the residual water in the film), and thus becomes soluble in a caustic solution. 

Negative resists undergo cross-linking through a photon-initiated radical formation of 
the azid group, which releases nitrogen. 

Differences between positive resist and negative resist pattern formations is shown 
in Figure 6. As illustrated in the figure, light diff'raction and scattering produces wider 
lines in the negative resist and narrower lines in the positive resist. The following terms 
are commonly used to characterize the quality of the photolithographic process (ome of 
these are defined procedurally): 

• Resolution is the smallest line-width that can be printed reliably under typical 
variations in the manufacturing conditions. 

• Line-width is the horizontal distance between the resist-air interface at a given 
height above the substrate. The defined line-width depends on the method used to 
measure it. For example, different line-widths will be established though optical, 
mechanical scanning. 

• Contrast is the rate of formation or scission of a cross-linked network for negative 
resists and positive resists, at a constant exposure dose. 

The contrast 7 can be determined experimentally via measurement of the developed 
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Figure 5. MEMS and IC processing cycle. 

resist thickness vs. exposure dose (Wolf and Taubert, 2000). For example, for a negative 
resist the contract 7^ is determined from 

1 - 1 ^ u 
In = logio -K-^ 

Do 
D, 

(3.1) 

where Di is the critical exposure dose under which no cross-linking occurs and DQ is the 
extrapolated dose for which complete cross-linking occurs (see Fig. 7). For positive 
photoresists, the contrast value is determined analogously 

1 -iDc 
7p-=logio 75-, 

Do 
(3.2) 

where Dc is the critical exposure dose under which there is always some undeveloped 
(cross-linked) photoresist and Do is the extrapolated dose under which all of the pho
toresist remains cross-linked. Commonly used positive photoresists have higher contrast 
values in comparison with negative resists and can therefore produce images with higher 
resolution. The adhesion to silicon and the chemical resistance of positive resists, how
ever, are somewhat inferior. The main drawback of negative photoresists is their sig
nificant swelling during development, which limits the minimum feature size to about 2 
/xm. 
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Due to light diffraction and scattering, it is clear tha t the resist thickness is very 
important in achieving a desired resolution. As a rule of thumb, the minimum feature 
size cannot be significantly smaller than the thickness of the photoresist. Therefore, 
methods for producing a uniform film over the entire substrate are needed. Several such 
techniques are available: 

• Spray 

• Electrophoretic deposition 
• Dip-coating 

• Lamination ("dry resists") 

• Spin coating 
Among these, the most common is spin-coating, which results in very uniform films. In 
spin-coating, the substrate is spun at a given rate, allowing centrifugal forces to thin 
the dispensed solution of photoresist to a film with the desired thickness. This relatively 
simple process results in a remarkably uniform layer, with sub-micron thickness variations 
over the surface of a 100-200-cm-diameter wafer. A simple insight into the reasons behind 
this can be gained from the solution of an axisymmetric flow problem of a Newtonian 
fluid driven by centrifugal forces. Equat ing the viscous drag in the radial direction with 
the centrifugal forces one has 

V^-^ = -P^ .̂ (3-3) 
'dz^ 
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Figure 7. Contrast plot of negative photoresist. 

where rj is the resist viscosity, p it its density, v is the fluid velocity, and z and r are the 
axial and radial coordinates. Simple integration with v{z = 0) = 0 and dv/dz{z = h) = 0 
results in 

puP'T 
-\-hz (3.4) 

where h is the thickness of the fluid (photoresist). The total mass of fluid flowing per 
unit length of a circle with radius r is 

Jo 
r)dz = (3.5) 

Using mass conservation, one can find that the fliuid height at a distance r from the axis 
of rotation is governed by a simple first-order differential equation 

h = —-K-{rq) = — ^ — 
r or r or \ rj 3 

2pw2 3 

3 V 
h^ (3.6) 

where the height h has been assumed independent from the radius r, which is exper
imentally observed. Solving Eq. (3.6), one finds that the film thickness is inversely 
proportional to the square of the angular velocity 

hit) 
ho 

ynr i^ ' 
(3.7) 

where ho is the initial film height. For long times, the height is independent of the initial 
amount of dispensed liquid ho and is given by 

inf _ / 4 2PW / i ' " ' = hi (3.8) 
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which predicts a zero height at infinitely long times. In reality, a finite height is es
tablished, which is not equal to the predictions of Eq. (3.8). This is due to solvent 
evaporation during spinning, which changes the viscosity of the film and arrests the flow 
after some time. An empirical model describing the residual thickness is given by 

V". = ^ , (3.9) 

where K is a calibration constant, C is the polymer concentration in grams/100 ml 
solution, rj is the intrinsic (kinematic) viscosity, and LJ is the "spin speed" in revolutions 
per minute (rpm). Meyerhofer (1978) has shown that when the evaporation is accounted 
for, the value of the exponent a is approximately 2/3. Typical spin speeds range from 
500 rpm up to 7000 rpm, producing films with a thickness of tens of microns down to a 
fraction of a micron. 

A typical photolithography step includes: 
• Spin-coating of photoresist at 1000-4000 rmp. 
• Pre-exposure bake (soft bake) at 90-100 °C to remove residual solvent in the film; 
• UV exposure at 130-170 mJ/cm^ 
• Development 1-5 min 
• Post-exposure bake at 110-125°C to remove leftover solvents and make the film 

more resistive to chemical attacks. 
The photolithographic step is almost always preceded by a deposition step, which 

lays down the layer to be patterned. There are many deposition techniques currently in 
use in the fabrication of MEMS devices. The main ones used for the deposition of films 
less than 2-3 fim thick are physical vapor deposition (PVD) and chemical vapor depo
sition (CVD). Techniques producing thicker layers (above 4-5 /xm) are electrodeposition 
(electroplating), polymer casting, spray coating, or high-pressure oxidation (HIPOX) of 
silicon. 

3.3 Thermal Oxidation of Silicon 

Thermally grown Si02 layers are the most important insulator in semiconductor de
vices. They serve as the gate insulator in CMOS transistors, dielectric in capacitive 
elements, as well as a masking material for a variety of process steps such as doping and 
etching. In micro electro-mechanical systems, the silicon dioxide (oxide) serves similar 
roles. There are many reasons behind the popularity of this dielectric in semiconductor 
device fabrication, the most important of which is its good electrical properties, ease of 
film growth, and its superior masking properties. The interested reader is referred to a 
monograph by Nicollian and Brews (1982) for an extensive discussion on the electrical 
properties of silicon dioxide and a variety of methods for its characterization. 

The silicon dioxide is most commonly deposited via thermal oxidation in high-
temperature quartz tubes under the supply of oxygen, steam, and possibly an inert 
carrier gas such as nitrogen or argon. Typical oxidation temperatures range from 850 °C 
to about 1272 °C. Figure 8 shows a cross section of the silicon wafer with a thin silicon 
dioxide film growing on its surface. As illustrated in the figure, the oxidation takes place 
at the interface between the single-crystal silicon surface and the already grown film. 
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which requires oxygen to diffuse through the already grown oxide in order to continue 
the film growth. From a technological point of view, it is important to be able to predict 
the required time for growing a film with a given thickness. In order to do this, a model 
based on the diffusion of oxidants (oxygen or water) was developed by Deal and Grove 
(1965) that allows accurate prediction of the final thickness of the grown film. With the 
notation from Figure 8, one can set up equilibrium flux conditions for oxygen arriving 
from the gas phase to the surface, then diffusing through the oxide, and finally reacting 
with the silicon surface. In the Deal-Grove model, each of these fluxes is related to 

Su^lyofoxklanti: 
C^ + Nj 

or 

Si wafers stacked in 
a quartz holder f boaf) 

Movif^ bourKJary / j ^ Moving boundary 

Odde Silfcon Qxlcte 

Figure 8. Wafer oxidation equipment (upper half); and parameters used in the Deal-
Grove's oxidation kinetics model (bottom half). 

the concentration of the oxidant diffusing through the silicon oxide. The flux entering 
the oxide from the gas phase is proportional to the difference between the equilibrium 
concentration c* and the actual surface concentration CQ at the oxide-air interface 

/ i = hie'' - Co (3.10) 

where h is the mass transfer coefficient for the air-oxide interface. The equihbrium 
concentration c* is proportional to the external gas pressure through Henry's law 

c* = HP, (3.11) 

where P is the partial pressure of the oxidant in the chamber and h is the Henry's law 
coefficient. Assuming a linear concentration profile, this flux is given by 

/2 = 
D{co - Ci) 

(3.12) 
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Finally, the oxidant is consumed by the silicon oxidation reaction 

/3 = Kci, (3.13) 

where K is the reaction rate constant. Combining Eqs. (3.10), (3.12), and (3.13) and 
eliminating the variable Co results in 

Ci = ~ —. (3.14) 
' 1-^K/h + Kx/D ^ ^ 

A differential equation describing the growth of the oxide thickness, x{t) is derived by 
using Eq. (3.13), and realizing that the rate of change of the consumption of the oxidant 
is proportional to the growth rate 

where Ni is the number of oxidant molecules needed to grow a unit volume of oxide. For 
Si02, Ni = 2.2 X 10^2 molecules/cm^ (Brodie and Muray, 1992). Integrating Eq. (3.15) 
between the initial and final oxide thickness Xi and Xo, respectively, for the time interval 
[0, t] gives 

xl^Axo = B{t + T), (3.16) 

where 

2Dc* _ 2DHP 

T = ^ L ± i ^ . (3.17) 

The parameter r measures the effect of the initial oxide thickness, which affects the rate 
of oxidation. Equation (3.16) has one positive root 

There are two growth regimes. For short oxidation times and thin initial oxides (t + r <C 
A^/AB), the growth is approximately linear 

Xo-^{t + T). (3.19) 

It can be noted that B/A is dependent on the reaction rate K, but is independent from 
the diffusion constant. This regime is therefore known as reaction-limited growth. If a 
longer oxidation is performed and/or there is a significant initial oxide (t + r ^ A^/AB)^ 
the growth is parabolic 

Xo « v^B(t + r ) . (3.20) 
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In this regime, the growth rate is parabohc and is dependent on B^ which is a func
tion of the diffusion constant, but is independent from the reaction rate. In both cases, 
the growth coefficients are strongly dependent on the equihbrium concentration c* and, 
through (3.11), on the external pressure. The growth rate can be increased dramatically 
by increasing the external pressure or the oxidation temperature. Since practical tem
perature limits are around 1200 °C, oxides beyond 2 /xm are grown using high-pressure 
oxidation (HIPOX) at 10-20 atm. When water vapor (steam) is used instead of oxygen, 
the growth rate is usually higher due to the higher equihbrium concentration of water, 
c*, in the oxide (higher solubility). This is commonly used in MEMS fabrication, where 
thick oxides are grown in steam ("wet" oxide) to be used as etch or diffusion masks. 
When a high-quality oxide is needed, as in the gates of field effect transistors, steam 
use is avoided to ensure a denser oxide with fewer electrical traps (defects). The pa
rameters A and B have an Arrhenius-type dependence on temperature, as well as the 
nature of the oxidant (O2 vs. H2O). The Deal-Grove model (Deal and Grove, 1965) does 
not accurately model the oxide growth for very thin oxides (below 30 nm), where some 
other oxidation mechanisms appear to be at play. To correct for these effects, a time 
offset parameter, r, is used to correct for the apparently thin initial oxide when using 
Eq. (3.19) for thin, dry oxides. Table 1 lists the experimentally determined values for 
several temperatures and oxidation conditions, along with the values of this empirically 
established offset parameter. 

Table 1. Oxidation rate constants, after Deal and Grove ( 

Temperature [°C] 

920 
1000 
1100 

Wet Oxide 
A [/im] B [/imVhr] 

0.50 0.203 
0.226 0.287 
0.11 0.510 

Dry Oxide 
A [/im] B [MmVhr] 

0.235 0.0049 
0.165 0.0117 
0.090 0.027 

1965). 

T [hr] 

1.4 
0.37 
0.076 

3.4 Doping 

Doping, one of the most essential processes used in creating integrated circuits, in
troduces electrically active impurities, resulting in local changes of conductivity and the 
formation of passive and active devices. In micro-system fabrication, doping is used for 
similar purposes, as well as to modify the electro-chemical properties of Si. For example, 
a heavily doped p-h silicon is resistant to alkaline etching and can be used as an electro
chemical etch stop. This process can be utilized to produce Si diaphragms in pressure 
sensors or the nozzles of Inkjet printer-heads (Brodie and Muray, 1992). The process is 
illustrated in Figure 9. 

Pressure-sensitive resistors (piezo-resistors) integrated into the structure can also be 
fabricated through doping. These resistors are typically used to measure the stress in 
a diaphragm (pressure sensor) or micro-cantilver force sensors. There are two main 
methods for introducing impurities into semiconductors: diffusion and ion-implantation. 
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Oxidized SI V^ l̂er 

Pattern t ie oxide to form a mask 
against B diffusion 

Heavy Boron diffusion into the Si to 
define membrane thicloiess and 
oriffee 

Pattern back-stde oxide for 
anisotropic etching. 

Anisotropic etching (KOH) to form 
diaphragm and orrflce. 

Remove oxide to open orifice. 

Figure 9. Fabrication sequence of a micro-nozzle for a printer-head via heavy (p4-) 
doping, followed by anisotropic etching. 

In the case of diffusion, impurities (dopants) are introduced from a solid, gas, or hquid 
source and then diffused into the substrate in what is known as a classical two-step 
thermal diffusion process. During the first step (predeposition), the total amount of 
impurities (dose) is established by maintaining the concentration at the surface at the 
solid solubility limit. During the second step (drive-in), thermal diffusion under no 
additional supply of surface impurities re-distributes them into the substrate to establish 
the desired metallurgical junction depth. During each step, the dopant distribution, 
the junction depth, and, subsequently, the resistance of the diffused resistor can be 
determined from the (ID) diffusion equation 

dc_ d^c 
dt ~ dx^' 

(3.21) 

where 
D = DoeM-Ea/kT) (3.22) 

is a temperature-dependent diffusion coefficient with activation energy Ea- Strictly 
speaking, the parameter DQ is, in fact, dependent on the impurity type and its con
centration. For example, the diffusion coefficient of boron (a p-type dopant) has the 
form (Runyan and Bean, 1990) 

D = ( D* + D^^j exp{-Ea/kT) = ( 0.037 -h 0 . 4 1 ^ j exp(-3.46/A:T); (cm^/s), 

(3.23) 
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where p is the majority carrier concentration, rii is the intrinsic carrier concentration at 
the process temperature, and Ea is the activation energy in eV. Due to the high process 
temperature, the intrinsic carrier concentration is quite high. In this case, the carrier 
concentration for the p-type semiconductor is given by (Sze, 1981) 

P-'-^^(^^^^+nij'\ (3.24) 

where CA and cjj are the acceptor and donor concentrations, respectively. A similar 
expression is valid for n-type materials. An empirical expression for the intrinsic carrier 
concentration of Si was developed by Morin and Malta (1954) 

nl = 1.5 X 10^^exp {-1.21/kT), (3.25) 

which allows determination of the carrier concentration at the process temperature. Us
ing Eqs. (3.23)-(3.25), the diflFusion coefficient for the dopand of interest (boron) can be 
estimated. For example at 900 °C, assuming that the boron concentration is at its solid 
solubility hmit, c^ = Cg = 1.1 x 10^° cm~^, and the substrate is an n-type Si with back
ground concentration oi CD = 4:X 10^^ cm~^, the boron diffusion coefficient is estimated 
to be D = 1.56 x 10"^^ cm^/s. 

With a sufficiently accurate estimate of the diffusion coefficient, Eq. (3.21) can be 
solved subject to different boundary conditions during each of the two doping steps. The 
predeposition is performed with excess dopants, which maintains the surface concentra
tion equal to the solid solubility limit Cg at the process temperature 

c(t,0) = Cs 
c(t,oo) = 0. (3.26) 

The corresponding solution is described by the complementary error function (Ghez, 
2001) 

c(t'x) = CgCrfcf—7=), (3.27) 

where 
2 /"^ 

erfc(x) = —j= \ exp{—s)ds. 
V^ Jx 

The total dose introduced into the substrate during predeposition is then 
/»oo 

Q= c(t, x) = 2cs y/DtpK. (3.28) 

For example, using the boron diffusion data at 900 °C, the total dose of dopant introduced 
over a diffusion time of 17 minutes (t = 1020 s) is Q = 5 x 10^^ cm~^. During the drive-in 
step, no additional impurities are introduced. Instead, the dopants are gradually driven 
into the substrate, thus increasing the junction depth and reducing the peak surface 
concentration. The corresponding boundary conditions in this case are 

dx 
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c(t,oc) - 0. (3.29) 

The concentration profile in this case is approximated by a Gaussian distribution 

c(M) = ^ e x p ( ^ ) , (3.30, 

which is a good approximation as long as the diffusion length of the second step is 
significantly larger than that of the first step, i.e., ^/^2^2 ^ V^iti. The location where 
the dopant concentration is equal to the background concentration, c ,̂ is known as the 
metallurgical junction depth. It can be determined from Eqs. (3.27) and (3.30) for the 
two types of solutions, respectively 

for erfc() distribution, 

cit,xj) = cb=^xj={ ^ [ZZT^TA for Gaussian distribution. ^^'^^^ 

Using the junction depth, the dopant distribution, and the mobility of the majority 
carrier, one can determine the so-called sheet-resistance, R\j^ which is a measure of 
the resistivity and allows a convenient calculation of the total resistance of the diffused 
resistor. The sheet-resistance is defined as the average resistivity of the layer divided by 
the junction depth 

RD = -^= r., \ . , , (3.32) 

where (j{s) is the total conductivity. Using the electron and hole concentrations, n and p, 
and mobility, ^n and /Xp, respectively, the total conductivity can be determined through 

G = q{iinn + /ipp), (3.33) 

where q = \.^ x 10~^^ C is the electron's charge. An empirical relation between the 
electron and hole mobilities and their concentrations was developed by Caughey and 
Thomas (1967), 

/̂  = /̂ min + T^ X a ^ (3-34) 

i + te) 
where the values of the parameters are listed in Table 2. 

Using Eq. (3.34) in Eq. (3.32), one can determine the average conductivity and 
sheet resistance of the diffused resistor. For the n-type Si substrate with background 
concentration of c^ = 4 x 10^^ cm~^, assuming that only pre-deposition of boron is 
performed for 17 minutes at 900 °C, the junction depth is Xj =0.24 /im and the resulting 
sheet resistance is Ru = 222 f^/D. The total resistance oi a. W = 20-/xm-wide and 
L = 200-/im-long resistor made with this process is 

W 
R = Ra—= 2220 n. (3.35) 

JL 

The analysis above is used in the design of strain-sensitive resistors used in pressure-
or micro-cantilever sensors. A typical structure of a micro-mechanical cantilever sensor 
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Table 2. Mobility parameters for electrons and holes from (Caughey and Thomas, 1967). 

Parameter Electrons Holes 
(As, Sb, P) (B,Ga,Al) 

/i^in [cmVVs] 65 47.7 
/imax [cmVVs] 1330 495 

Cref [atoms/cm^] 8.5 x 10^^ 6.3 x 10^^ 
a 0.72 0.76 

Bonding pac^ M@til firms Pi@io-msistor 

Figure 10. Micro-cantilever force sensor with diffused or implanted piezo-resistor. 

consisting of a resistor at the base of an n-type Si cantilever is shown in Figure 10. The 
cantilever and the piezo-resistor are oriented along the < 110 > direction. The resistance 
change as a function of the two principal stresses, CFX and Gy, is given by the piezo-resistive 
coefficient II44 

where 1144 ?̂  80 x 10"-̂ ^ Pa~^ is the piezo-resistive coefficient of Si. Very often, in order to 
reduce the temperature sensitivity of the fabricated sensor, multiple resistors are used in 
a Wheatstone bridge configuration. Such a pressure sensor, developed in our laboratory, 
is shown in Figure 11, where two of the resistors are placed close to the outer edge of 
the bulging diaphragm while another two are located on the un-deformed portion of the 
substrate. 

3.5 Vacuum Deposition Processes 

Physical vapor deposition techniques rely on thermal evaporation or sputtering of 
the desired material and subsequent deposition onto the substrate. Metals are usually 
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Figure 11. Piezo-resistive pressure sensor: diaphragm with Wheatstone bridge (left); 
unpackaged sensors with Al bonding pads (right). 

deposited via evaporation or sputtering while dielectrics and piezoelectric materials are 
sputtered. The PVD is carried out under a vacuum to avoid oxidation of the film or 
incorporation of unwanted species. This also ensures intimate contact of the deposited 
atoms with the semiconductor substrate. An insight into the deposition process can be 
gained from the kinetic theory of monoatomic gases. The velocities of the molecules of 
such a gas, v, obey the Maxwell distribution 

P{v) = 47r m 
l27TkT 

3/2 
^2^-mv^/2kT (3.37) 

where m is the mass of the gas molecule and k is the Boltzman factor. First and second 
moments of this distribution provide the average linear and quadratic velocities 

= / P{v)vdv = \ 

/•inf 

= / P{v)v'^dv = 
Jo 

SkT 

SkT 
m 

(3.38) 

From momentum balance, one can show that the pressure of the gas is proportional to 
the mean square of the velocity, resulting in the well-know ideal gas law 

p = mnv^ 
mnv2 = nkT, (3.39) 

where n is the number of molecules per unit volume. The free mean path of the molecules, 
A, is given by 

1 kT 
A - ^ , = -7-^^ (3.40) 

VT2)7r^2^ x/27r^2^' ^ ^ 
where d is the atomic (molecular) collision diameter. Finally, the average number of 
molecules striking a unit surface per unit time is 

T - - - nv 
2 2 V2kT7rm' 

(3.41) 
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When used with a source of area A and vapor pressure Pe, after muHtiphcation with Am^ 
Eq. (3.41) is known as the Langmuir mass evaporation rate 

1X777, — 11^^ X 
m 

27rkT 
PeA. (3.42) 

Using Eq. (3.42), one can verify that reasonable deposition rates are achieved at vapor 
pressures of 10 mTorr or greater. According to the vapor pressure data for several 
common metals shown in Figure 12, the temperature needed is around the melting point 
of most metals. The high reactivity of these metals at these temperatures requires the 
use of special inert crucibles. If a source of contaminant (water vapor for example) is 

20(1 40Q €00 1000 2000 4000 iOOO 

• — MiiTt»iG mmi 

Figure 12. Vapor pressures of common metals (reproduced with permission from Brodie 
and Muray (1992).) 

present in the chamber, resulting in a constant base pressure of 1 /iTorr, analysis of Eq. 
(3.41) results in 4.8 x 10^^ molecules/cm^-sec. Therefore the commonly used chamber 
base pressures (prior to heating the source) are below 1/xTorr to prevent incorporation 
of contaminants into the film. At these pressures, the mean free path (MFP), A, of the 
molecules is 50 m, a distance much larger than the size of the deposition chamber. Thus 
the molecules travel in a molecular regime, following the line of sight from the source to 
the target substrate. In other deposition techniques, such as ion (plasma) sputtering, the 
chamber pressure is approximately 1 mTorr, resulting in a somewhat more randomized 
(conformal) deposition. Typical values of the MFP at three common pressures are 

A 
A 
A 

= 50 /xm. 
= 5 cm, 
= 50 m. 

p = 1 Torr; 
p = 1 mTorr; 
p = 1 /iTorr. (3.43) 
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In the molecular flow regime, the deposition rate D (film thickness growth per unit time) 
is given by the so-called "cosine law" of vacuum deposition 

D = 
Rn 

npRi 
^ cos (pi COS t / i , (3.44) 

where Ri is the distance between the source and the target (see Fig. 13). From Eq. 
(3.44), one can observe that the largest deposition rate is achieved when the substrate is 
directly above the source. To avoid such non-uniformity, the evaporator chambers contain 
planetary assemblies, which rotate the wafers on a sphere having the evaporation source 
on its south pole. Geometrically, this means that 

cos 02 = cos 02 = 
2R2' 

(3.45) 

where r is the radius of the planetary assembly. With this condition, the deposition rate 

Wafer 1 

Wafer 2 

Metal Source 

Figure 13. Cosine law of evaporation: Wafer 1 is in arbitrary location; Wafer 2 is on an 
imaginary sphere with radius r. 

3.6 Chemical Vapor Deposition (CVD) 

Several other deposition techniques are also commonly used. These include ther
mal growth of silicon dioxide on silicon at approximately 1000-1175 °C and chemical 
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vapor deposition of dielectric materials. The chemical vapor deposition process is usu
ally carried out in low-pressure vessels (tubes), where the temperature is maintained at 
600-800 °C to achieve sufficient deposition rates. The chemical process can by pyrolysis, 
in which a gas molecule is decomposed on the surface, thus coating it. An example of 
such a process is the deposition of Si from silane (SiH4) at temperatures above 800 °C. 
An alternative to the high-temperature CVD is the plasma-enhanced CVD, where the 
reagent molecules are heated by the gas plasma, thus forming reactive radicals at lower 
temperatures. Figure 14 shows a plasma-enhanced chemical vapor deposition (PECVD) 
chamber. Typical deposition temperatures in PECVD are 200-600 °C. A hst of a few 

AiyftiNUII 

Figure 14. Radial flow plasma deposition chamber (reproduced with permission from 
Brodie and Muray (1992).) 

commonly deposited materials and the reactive gases used are given in Table 3 

Table 3. Commonly deposited inorganic films via PECVD from Brodie and Muray 
(1992). 

Film Reagent Gases 

Silicon Dioxide, Si02 
Silicon Nitride, Si3N4 
Amorphous Si, (a-Si) 
Silicon Carbide, SiC 

SiH4 +N2O 
SiH4+N2 
SiH4 
SiH4-|-C2H4 
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4 Surface Micro-Machining 

Surface micro-machining refers to a fabrication process that generates mechanical struc
tures on the surface of the substrate. Surface micro-machining, as defined today, orig
inates from the first resonant gate field effect transistor (RGT) invented by Nathanson 
and Wickstrom (1965) of Westinghouse Research Laboratories. Since then, many other 
devices have been constructed including cantilevers, micro-bridges, springs, hinges, and 
other elastically suspended structures. In addition to the commonly used processes for 
the manufacturing of IC-s, electroplating and electroforming has also emerged as a vi
able process for fabricating surface micromachined structures. An example of such a 
process is the creation of an electroplated thermal actuator through a robust single-mask 
fabrication process (Enikov and Lazarov, 2003). The entire process flow is shown in 
Figure 15. The starting substrate is silicon, with 0.4-/xm-thick thermally grown oxide. 
The cantilever beam (thermal actuator) is fabricated via electroplating of nickel in a 
mold of positive photoresist AZ4903. To release the beam, a so-called sacrificial layer is 
needed. For this purpose, a thin layer of 5nm Ti/lOOnm Cu was deposited via e-beam 
evaporation. This layer also serves as a seed layer for the electroplating step. The very 
thin titanium layer used under the copper provides adhesion to the Si02 through the 
formation of titanium oxide at the interface. Photoresist with a thickness in the range 
of 25-30 /xm is spun and patterned in order to create an electroplating mold for the de
vices. Approximately 20 /xm of nickel is then electroplated from a commercially available 
Ni bath (Microfab Ni 100, Enthone-OMI, Inc.). After removal of the photoresist, the 
actuators are released via wet etching of the Ti/Cu seed layer in an aqueous solution of 
ammonium persulfate. The lateral undercut of the narrower Ni structures releases them 
completely from the substrate while the wider features, such as bonding pads, remain 
anchored to the substrate. This process is analogous to the surface microcmachining of 
polysilicon structures, where a sacrificial oxide is used instead of the copper seed layer. 
An SEM micrograph of the completed device is shown in Figure 16. The device consists 
of a thermal actuator (right), connected to a moveable frame, whose position is detected 
by a column of interdigitated electrodes (left). The inset in the figure shows a magnified 
view of the capacitor comb-fingers. 

As evident from the example above, surface micro-machining, which utilizes the stan
dard sequence for pattern transfer used in IC manufacturing requires the patterned film 
to be deposited first, followed by a photolithography step and etching, as illustrated 
previously in Figure 5. In MEMS fabrication, however, an alternative technique known 
as "lift-off" patterning is also used. This technique requires deposition and patterning 
of the photoresist first, followed by deposition of the film to be patterned. The actual 
patterning occurs during the removal of the photoresist, as it lifts off the portions of 
the film not in direct contact with the substrate. The process is illustrated in Figure 
17. This pattern transfer technique can be used with noble or inert metals such as 
Pt and W, for which there are no good chemical etchants. Further, the feature size is 
not affected by the lateral undercut occurring during etching, thus allowing printing of 
smaller features. The disadvantages of this technique is that if there are large continuous 
areas of photoresist, it may take too long to lift it off and the thickness of the patterned 
film is limited to about 1/4 to 1/3 of the thickness of the photoresist. 
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Figure 15. Fabrication sequence. 

5 Bulk Micro-machining 

Bulk micro-machining refers to a process of forming structures in the bulk of the substrate 
as opposed to surface structure formation. Subtractive pattern transfer (etching) is one 
of the most common processes used to delineate features in the substrate. The etching 
process can be a wet (liquid phase) or dry (gaseous phase) chemical etch or a physical etch 
(sputtering), where energetic ions are used to remove the material at a desired location. 
Several terms are commonly used to describe the etch process: 

• Bias is the difference between the defined lateral dimension and undercut lateral 
dimension {2D in Figure 18). 

• Tolerance is the standard deviation of the bias over different locations on the sub
strate. It measures the uniformity of the etching over the substrate. 

• Etch rate is equal to the etched depth per unit of time. The usual units are /xm/min 
or A/sec. 

• Etch rate uniformity is defined as the ratio between the maximum variation of etch 
rate and the average etch rate along the surface of the substrate. 

• Over etch is the amount of additional etch time specified as a percentage of the 
nominal etch time needed to completely pattern the film. 
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Figure 16. Surface micromachined Ni structures. 

Deposit and Pattern 
Photoresist 

Deposit Metal (M) 

Dissolve the Photoresist 
With a Solvent 
(acetone, NMP) 

Figure 17 . Lift-off process with positive resist 

• Selectivity is usually defined as the ratio between the etch rate of the film and 
the etch rate of the masking material or the underlying substrate. Usually the 
selectivity is much greater than one. 

Among all possible etching processes, two are particularly useful in the fabrication of 
MEMS: wet and dry etching of silicon. Two variants exist for each of these processes: 
isotropic etching and anisotropic etching. In isotropic etching, the etch rate is uniform in 
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all directions while in anisotropic etching the etch proceeds much faster in some directions 
compared to others (see Fig. 18). 

L = W + 2D 

Isotropic Etch 

L^W + 2D 

Anisotropic Etch (Si) 

^ = cos~ 

s 
= 54.7° 

Figure 18. Isotropic and anisotropic etching. 

5.1 Isotropic Etching of Silicon 

This etch is performed in a mixture of hydrofluoric and nitric acids in water. The 
overall reaction of this process is 

Si + HNO3 + 6HF -> HsSiFe + H2 + H2O + HNO2. (5.1) 

During this reaction, two concurring processes are underway: oxidation/reduction of Si 
by HNO3 and dissolution of SiOg by HF. Thus, the etch rate is controlled by diffusion at 
high concentration of HNO3 and by the formation of Si02 at high concentrations of HF. 

5.2 Anisotropic Etching of Silicon 

Wet anisotropic etching of silicon is performed in aqueous alkaline solutions of KOH 
or CsOH. The rate limiting step in this case is the thermal activation of electrons into 
the conduction band. Seidel et al. (1990) proposed a model for this process based on a 
multi-step reaction involving charge transfer electrons from the conduction band (ecb) 

Si: + 2 0 H -
Si(0H)2 

Si(0H)2+ + 2 0 H -
Si(0H)4 

2H+ + 2 0 H -
4ec6 + 2H2O 

Si(0H)2 + 2ec6 
Si(0H)2+ + 2eefc 
Si(0H)4 
2H+ + Si(0H)20^-
2H2O 
4 0 H - + 2H2 (5.2) 

The overall etching reaction can be represented as 

Si: +2H2O + 2 0 H - ^ Si(0H)2'^0^- + 2H2, (5.3) 
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where the reaction rate R depends on the local concentration of reactants and products 
and the activation energy Ea 

R = RQ 
[H20]^[0H-]' 

[Si(0H)^+][H2: 
Ro = ^e-^o/ '^^. (5.4) 

In Seidel et. al.'s model, the activation energy Ea is different for different crystal planes, 
resulting in 200-300 times faster etch rates for (100) planes compared to (111) planes of 
Si. This results in a formation of crystallographically-defined planes as illustrated in Fig. 
3(d). 

5.3 Deep Reactive Ion Etching (DRIE) of Silicon 

Reactive ion etching of Si is one of the common semiconductor processing steps used 
for pattern transfer or film removal. The majority of conventional plcisma-assisted etch
ing processes are isotropic, which limits their applicability to shallow pattern transfers 
only. The demand for high-aspect-ratio structures used in electrostatic, fluidic, and other 
MEMS devices resulted in the development of a new processing tool for deep reactive 
ion etching (DRIE). This powerful bulk micro-machining technique allows the etching of 
structures with aspect ratios (depth/width) of up to 20, as shown in Figure 19. Such 
structures have become the fundamental building blocks of many MEMS devices, ranging 
from capacitive force sensors, rate gyros, and comb drives for optical MEMS to bioMEMS 
in which channel networks in silicon are used directly or as a molding template for the 
fabrication of polymeric MEMS. The anisotropy of the DRIE is achieved through a 

Figure 19. High aspect ratio Si structures: comb capacitors (left); test trenches (right). 

fluorine-based chemistry process invented by Robert Bosch GmbH, which, instead of 
simultaneous pctssivation and etching, uses the concept of sequentially alternating two 
isolated mechanisms-etch and deposition. During Phase 1 (deposition), a passivation 
layer {CxFy) is deposited on the sidewall and the base of the trench by ionization and 
dissociation of octafluorocylcobutane {C4FS) through the following reactions: 

Plasma reaction: QFg + e~ -^ CF^ -h CF^ + F- + e" 
Passivation layer deposition: CF^ -^ nCF2(fluorocarbon polymer). 

Due to the directional action of ions, the passivation layer on the bottom of the trench 
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is etched away by ion-assisted fluorine radicals: 

nCF2 -h F- -> CF^ ^ CF2(gas). 

During Phase 2 (etch phase), sulphur hexafluoride [SFQ) is used to spontaneously etch 
silicon isotropically by initially dissociating the relatively inert gas molecules into atomic 
fluorine radicals through the plasma reaction 

5F6 + e- S.F^^-S^Fy^e-. 

The freed fluorine radicals are then used to etch the silicon: 

Si + F - ^ S i F , ( g a s ) . 

The trench propagates by sequentially alternating between Phase 1 and Phase 2, which 
enables the etching to proceed vertically by restricting the lateral etching. This switching 
process mechanism, however, leads to scallops on the sidewalls, noticeable for example 
on Figure 20 (right). Adjusting the process parameters of the two phases can minimize 
this effect. 

Figure 20. Bosch process: Phase 1 and Phase 2 (left); resulting scallops (right). 

In comparison to other bulk micro-machining techniques, the DRIE process can pro
duce any two-dimensional geometry and is not restricted by the crystalline orientation 
of the substrate. Similarly to wet etching, this process also terminates on silicon dioxide 
and silicon nitride, allowing these materials to be used as masks or etch limiting layers. 
This is especially important in through-the-wafer etching of micro-nozzles and channels. 

6 Other Micro-fabrication Techniques 

In addition to the traditional processes borrowed from the manufacturing of integrated 
circuits, many other fabrication techniques have emerged to fulfill the needs of hetero
geneous MEMS devices. While a complete review of these is beyond the scope of this 
lecture, the most important techniques are briefly described in this section. These in
clude high-aspect-ratio structures fabricated via LIGA, techniques for depositing biolog
ical materials through stamping (soft-lithography), and bonding methods used to create 
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glass-metal or glass-silicon seals adopted in MEMS to create a variety of micro-fluidic 
systems. 

6.1 LIGA 

The acronym LIGA was coined from the German words for lithography (lithogra
phic), electrodeposition (galvanoformung), and molding (abformtechnik). The process 
dates back to 1970s when IBM first used electroplating in X-ray patterned masks to 
form magnetic recording heads(Romankiw et al., 1970). Later, the molding process was 
added to by researchers at the Kalrsruhe Nuclear Research Center (KfK), who were in
terested in producing micron-sized nozzles for separation of uranium 235 (Becker et al., 
1982). Decades later, with the emergence of MEMS, interest in this technology resurged. 
Today, networks of laboratories capable of generating synchrotron radiation are offering 
manufacturing services based on LIGA. 

The key feature of LIGA is its ability to produce high-aspect-ratio structures. For 
example, vertical pillars and trenches a few microns wide and several hundreds microns 
tall are routinely produced. This is a result of the short wavelength of the X-ray radia
tion (2-10 A), low scattering and diffraction, and large penetration depth in polymeric 
materials. In principle, the process is somewhat similar to conventional lithography in 
that a two-dimensional mask is used to define a pattern in a poly(methylmethacrylate) 
(PMMA) layer (resist). The patterned structure is then filled with metal (nickel in most 
cases), after which the polymer is dissolved. The resulting Ni features can be used di
rectly or, as in the original LIGA process, as a mold for the fabrication of replicas of the 
original mask pattern through hot embossing or casting. The X-rays used in LIGA are 
usually from synchrotron source, which is 10^ times more powerful than a rotating disk 
anode source. These X-rays are emitted by high-energy relativistic electrons in a storage 
ring accelerated in the normal direction by a magnetic field, B. The radiated power from 
an electron current, i, with energy E (in GeV), is given by (Brodie and Muray, 1992) 

PikW) = '^^^^. (6.1) 
P 

Typical values for the electron energies are E = 3.5 GeV, p = 12.7 m, and i=0.1 A 
(data is for the SPEAR facility at Stanford), resulting in 105 kW of radiated power. The 
synchrotron radiation is emitted in a cone with an angle a (see Fig. 21) 

The emitted radiation has a broad spectrum, from microwave down to the X-ray wave
lengths. Since the penetration depth increases with the photon energy, the top portions 
of the PMMA resist will get a higher energy dose, which can result in resist damage. To 
avoid this, a pre-absorber is placed in front of the x-ray mask to filter out low-energy 
photons. The mask usually consists of a Si or Be membrane, carrying gold or tung
sten features that absorb the incident radiation. Often the absorbing material is much 
thicker than the membrane itself, which makes the fabrication of such masks very costly 
($15-30K). 
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Figure 21. LIGA 

6.2 Soft-lithography 

Soft lithography has gained increased popularity in the last five years due to its 
ability to pattenr proteins and other biological materials with sub-micron resolution. This 
technique involves the fabrication of a poly(dimethylsiloxane) (PDMS) stamp through a 
photolithographic technique. The PDMS is moderately stiff, with a Young's modulus of 
1 MPa. It is available commercially under the tradename Sylgard 184 and is nontoxic and 
intrinsically very hydrophobic. Through plasma oxidation, the surface of PDMS can be 
converted to a high surface-energy form, negatively charged, which is hydrophilic. In this 
form, it can be used in capillary electrophoresis applications or as a simple stamp used 
to transfer patterns, similar to the conventional ink-printing technology. The process 
flow for stamp formation as described by Whitesides et al. (2001) is shown in Figure 
22. Stamp fabrication begins with a conventional photolithographic step defining a 
photoresist "master" on a silicon wafer. Then, the cured photoresist is exposed to vapors 
of CF3(CF2)6(CH2)2SiCl3 for 24 hours to reduce its tendency to adhere to the stamp. 
A Sylgard 184 elastomer is cast over the photoresist and cured for 2 hours at 60 °C. The 
cured PDMS stamp is peeled off and inked with an ethanol solution of alkanethiols. The 
ethanol is driven out by drying the master in a nitrogen atmosphere to prevent oxidation 
of the thiols. Finally, the master is pressed against the gold film for a period of 30 
seconds to 5 minutes, resulting in a 2-nm-thick print of a SAM. Washing with a different 
alkanethiol can be used to coat the unexposed areas with a complementary (hydrophilic) 
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complementary pattern by "washing" 
in a second protein solution 

Figure 22. Soft ligthography process (after Whitesides et al. (2001)). 

SAM. Following this process Whitesides et al. (2001) attained a minimum line width of 
100 nm. 

6.3 Anodic Bonding 

Anodic bonding is a common method of bonding glass to conductors such as silicon or 
metal. The glass and conductor are brought into contact at elevated temperatures and 
an electric field is applied with the cathode on the glass and the anode on the conductor 
(see Fig. 23). The mobile positive ions, typically 4 mol% Na20 in borosilicate glass 
(Pyrex), diffuse toward the cathode, leaving behind the negatively charged oxygen ions 
in close proximity to the glass/conductor interface ( see Fig. 24). A positive image charge 
develops on the conductor surface, and the electrostatic attraction eventually pulls the 
glass and conductor together with a pressure high enough to initiate a surface reaction 
and form a chemical bond. An anodic bond is possible only under certain conditions 
(Ko et al., 1985). The surfaces need to be sufficiently smooth and the thermal expansion 
coefficients of the two materials should be matched within 2 ppm, since a larger mismatch 
will result in bond failure upon cooling of the stack. Finally, in order to develop a space 
charge near the surface, the conductor should be a "blocking electrode," i.e., should not 
introduce positive charge carriers into the glass. Silicon and some inert metals such as 
Kovar alloy (for composition, see below) are blocking electrodes and thus meet these 
requirements. 

Unfortunately, anodic bonding is performed under the harsh conditions of high tem
perature and pressure, and an electric field, leading to a complicated micro-structural 
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Figure 23. Bonding Setup 

1 11̂  1 

Na+ 

Na+ 

Na+ 

Na+ 

9 Na+ O 
0-si-o- o--si-o 

' Na+ ' o " 
0 0 

+ O + O 0 " 
Na '_ Na '_ 

0 - B - O - B - 0 

O O 

+ 
+ 

4-

+ 

Figure 24. Ionic Process in Pyrex 

evolution including creep, ionic diffusion, residual stresses, warping, and spatial instabil
ities such as electrical breakdown and symmetry breaking of the bond front. In particu
lar, the extreme temperature conditions limit the choice of materials that can be used in 
MEMS. For example, a micro-pump with a polyimide diaphragm was sealed via anodic 
bonding under an inert atmosphere in order to prevent oxidative damage (Lin et al., 
1996; Hesketh et al., 1996). The harsh conditions of the bonding step can also affect the 
device characteristics after bonding. Since the typical bonding temperature is 400 °C, 
the locked-in residual stresses can offset the characteristics of any piezo-resistive strain 
gauges, or the gap of a capacitive accelerometer. Thus a good understanding of the 
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conditions of anodic bonding is imperative for the achievement of a high-yield bonding. 
The first model of anodic bonding was introduced by the inventors of this technique 

(Wallis and Pomerantz, 1969). The inventors report that it is possible to make seals 
between ceramics such as soda lime #0080, potash soda lead #0120, aluminosilicate 
#1720 fussed alumina, optical fibers and a matching metal such as Tantalum, titanium, 
Kovar, Nitromet 44, and also silicon, germanium, and gallium arsenide. Further, thin 
films (less than 2 mil) of aluminum, nickel-chromium, iron, boron, silicon monoxide, 
or thermally grown silicon dioxide can also be bonded to these glasses. In some cases, 
glass-to-glass seals are also possible. The initial gap after contact is on the order of a 
micron. Further, it was observed that the attractive force appears only when the glass is 
at negative potential with respect to the silicon. An electron micrograph of the bonded 
interface between Pyrex and silicon showed no transition layer between the two regions 
i.e., the bond is not due to interdiffusion. Wallis and Pomerantz proposed a simple two 
degree of freedom, lumped parameter model for the electric variables (shown in Figure 
25). Based on this electric circuit, they estimated the electrostatic pressure between 

Ci 

T 
Ri 

- rCo 

Figure 25. Two degree of freedom model. 

Pyrex and silicon at 300 °C of 800V applied potential at 350 Psi, which corresponds to 
an electric field of 3 x lO^V/cm. This is close to the electric breakdown of glass. The 
required time to produce a seal after an intimate contact at different temperatures has 
been interpreted as a sign of the chemical nature of the bond. At 550 °C a Pyrex-silicon 
seal forms instantaneously, where at 180 °C it takes many hours. The strength of the 
bond was established as 1500-3000 Psi. Further insights into the nature of the bonding 
process were provided by Borom (1973). He studied the bonding of Fe substrates to glass 
with and without an applied electric field. Comparing the two cases, Borom discovered 
that the Fe"̂ "̂  transport in glass is both concentration and field driven. No bond was 
observed, however, which was explained by the lack of FeO at the interface. On the 
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other hand, the penetration depth of Fe in both cases was identical and the ratio of the 
concentrations constant. In both cases, Borom found the diffusion coefficients of Fe to be 
equal. Hence, he concluded that Fe diffuses in an electrically neutral form. The lack of a 
bond is explained by the slow Fe oxidation at the interface and by the faster dissolution 
of FeO into the bulk of the glass, confirming the need for a blocking electrode that does 
not introduce carriers into the glass. 

A more detailed study by Albaugh and Rasmussen (1992) showed experimentally that 
the bonding process is through contact area enlargement rather than by development of 
a uniformly increasing interfacial bond. Another important conclusion of this work is 
that the kinetically limiting process is the sodium mobility in the bulk region. The 
charge transport of other ions (like oxygen) within the depletion region is rapid once a 
high enough electric field is established there. This explains why, at lower temperatures, 
there is a latency time of about 5 to 15 seconds before bonding occurs-time necessary 
to build the electric field. From polarization studies, Albaugh and Rasmussen concluded 
that oxygen is delivered to the anode at all times, but only when intimate contact is 
achieved is this oxygen utilized to form an oxide (bond). During 80% of bond formation 
approximately 2-5 mC/cm^ of charge is transferred. An equivalent amount of oxygen (2 
mC/cm^) results in approximately 1.4 nm of silicon oxide growth (a few monolayers). 
These estimates support the observation of Wallis and Pomerantz (1969) that no tran
sition (inter-diffused) layer is formed. Albaugh and Rasmussen further estimated the 
activation energy for bond formation to be 0.66±0.1eV (sodium diffusion in silica has an 
activation energy of 0.7 to 1.5eV, the viscous flow has activation energy of a few electron-
volts, and the energy of network dissociation is about 17eV). Thus, the rate-limiting step 
should be the sodium conduction and not the dissociation or viscous deformation. 

Studies on the nature of the sodium depletion layer in the glass showed that it is 
significantly less dense since alkali ions and non-bonded oxygen diffused out (Carlson, 
1974). This layer sinters (densifies) at a rate that is dependent on the glass composition, 
temperature, and applied field. Further, the author concludes that an electrochemical 
oxidation takes place since a fixed amount of charge is required for bond formation. 

The actual mechanism of bond formation is still under debate. The electrochemical 
oxidation theory (charge transfer being a measure for the bond progress) was disputed 
by Morsy et al. (1996). Their group bonded glass #0700 wafers from Matsunami Co. 
Ltd. (SiO270 %;Al2034%; B2039%; Na202-4%; K202-4%; Li202-4%; CaO 2-4%; 
BaO 2-4%) to a Kovar alloy (C 0.003%; Co 16.2%; Fe 53.65%; Mn 0.45%; Ni 29.6%; Si 
0.1%). At 563 K, a 180-second delay was observed in the initiation of bond spreading. 
At 613 K, however, there was no delay. Defining a complete bond as 80% of the bonded 
area, the authors calculated activation energies of 460 kJ/mol for 670-680 K and 65 
kJ/mol below this temperature. The large variation of the activation energies in the 
two temperature regions points toward two different rate-hmiting mechanisms. Charge 
transfer alone does not measure the progress of the bond formation (the process is not 
purely electrochemical oxidation). The activation energy at high temperature is close 
to the energy for viscous flow (430 kJ/mol) where the low-temperature one is close to 
the ionic conductivity of the glass (65 kJ/mol), i.e., the viscous flow is the rate limiting 
process at the high-temperature range, but it is bulk conduction at low temperatures. 

Despite the uncertain nature of the underlying mechanism, anodic bonding is widely 
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used as a relatively low-temperature sealing process. The emergence of three-dimensional 
MEMS Structures, as well as planar electrophoretic channels, sparked a renewed interest 
in anodic bonding applied to stacks of glass and silicon. Tri-layer glass-silicon-glass bonds 
have been demonstrated by Hartz (1992) using voltage reversal (5 min in one direction 
and 5 min in the opposite direction). Harz applied 40 V at 520 °C to fabricate three 
passive check valves. The bonding of the opposite structure silicon-Pyrex-silicon, was 
also demonstrated by Feinerman et al. (1992) and Despont et al. (1995, 1996), who used 
it in the fabrication of a miniaturized electron column. Finally, Si-to-Si bonding with a 
1-5 fim sputtered borosilicate glass layer is also possible (Hanneborg et al., 1991; Spiering 
et al., 1995). The bond is performed at 400 °C and 200 V for 10 min. A bond strength 
of 2-3 MPa was achieved with a sputtered glass thickness of 2 fxm. The use of such thin 
glass films allows bonds with even lower applied voltages. For example, 15 V was needed 
to start the bonding (Spiering et al., 1995) and even IV was sufficient for thinner films 
(lOOnm). 

7 Summary 

A concise review of the main fabrication techniques for micro-systems has been presented 
following the material presented in the actual lectures during the CISM short course on 
Micro-Mechanical Systems Design (June 28 - July 2, 2004). While I have made every 
effort to concisely review the major processes used in MEMS fabrication, this review is not 
exhaustive. The interested reader is referred to the extensive review on MEMS fabrication 
documented by Madou (1997), as well as to the excellent textbooks on semiconductor 
physics by Sze (1981) and on integrated circuit manufacturing by Runyan and Bean 
(1990); Brodie and Muray (1992), and Wolf and Taubert (2000), which contain extensive 
treatments of this subject. 
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Abstract. Due to a scaling effect, electrostatic forces, usually negligible at macro-scale, 
become relevant at micro-scale. It follows that electrostatic actuation is used very often for 
microsystems. The evaluation of the mechanical behavior of microstructures under 
electrostatic forces requires a new approach based on a so-called coupled field analysis; in 
fact, due to electrostatic forces structure exhibits a deformation that generally influences 
the electrical field and therefore again the electrostatic forces themselves. The case of a 
single degree of freedom electromechanical system was first considered; as generally the 
case of continuum structure is developed by referring to a FEM discretisation, the more 
general case of a multi degrees of freedom system was then considered. 

1 Scale Effects in Microsystem Design 
Very often the mechanical design of microsystems can be performed using the same tools already 
developed at macro level. In other cases nev^ mechanical design approaches are required. This is 
mainly due to scale effects. There are generally tvv̂ o types of scaling lavv̂ s that are applicable to 
the design of microsystems (see, e.g., Hsu Tai-Ran, 2002): 
- scaling laws strictly dependent on the size of physical objects (QS: scaling of geometry, 
electrostatic and electromagnetic forces) 
- scaling law ŝ involving the scaling of the phenomena affecting the behaviour of microsystems. 

A typical example of the second kind is the case of fatigue design. Silicon, one of the most 
common material used for microfabrication, should not be sensitive to fatigue in air at room 
temperature, how^ever, thin films (2 to 20 |Lim thick) of silicon are knov^n to fail prematurely 
under cyclic fatigue loading in room-temperature air. The mechanism is not clear, in fact 
silicon does not display the room temperature plasticity or extrinsic toughening mechanisms 
necessary to cause fatigue in either ductile (e.g. metals) or brittle (e.g. ceramics) materials. 
Very recently Muhlstein et al. (2002) stated that cycling fatigue of thin layers of silicon seems 
related to a conceptually nQw and different mechanism termed "reaction -layer" fatigue. 

Scaling in geometry can be easily understood considering that as volume V scales with /̂  , 
being / a characteristic length reference, and surface S with f', it follows that SN scales with f . 
It can be thus possible to conclude that a reduction of size of 10 times will mean a 1000 times 
reduction in volume, but only a 100 time reduction in surface area. Thus motivated, for instance, 
the great effort applied for the development of MAV (Micro Air Vehicle) mainly for military 
applications (Domheim, 1998). 

Probably the main relevant type of scaling law strictly dependent on the size of physical 
objects is that related to the actuation forces. A thoroughly treatise of this subject was firstly 
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developed by Trimmer (1989); in particular a matrix form was proposed (Trimmer's force 
scaling vector) to made clear how the different forces scale into the micro-domain. Among the 
different kinds of actuating principle which benefit of scale effect, the most widely used is 
electrostatic actuation. As it is well known, if the case of a simple parallel capacitor is 
considered, the electrostatic force in the z direction normal to the plate surface is: 

F.=-'-f^K (1-1) 

where: 
Vo= applied voltage 
£Q= permittivity of vacuum 
£f= relative permittivity of the dielectric 
/, w =plate dimensions in x and y directions 
go=gap between the two parallel plates. 

If one plate of the capacitor is moved parallel to the other a force tending to realign the plates 
occurs respectively in the xoxy directions: 

2go 2go 
F.—^V^ F.—^'^^Vo (1-2) 

These forces can be used to obtain different types of actuators. Electrostatic forces in x and 
y directions are used to obtain tangential force actuators, that are called comb drives, when, to 
increase the actuating force, several elements are arranged in parallel. If the actuating force is 
normal to the capacitor surface, the actuator is called normal force actuator. According to the 
previously reported expressions, electrostatic force scales with f (see, e.g., Fukuda, 1998); 
considering that other kinds of force (electromagnetic, piezoelectric, inertial, etc.) scale with a 
positive power of /, it follows that they strongly reduce their intensity as the characteristic 
dimension of the device reduces. On the other hand in Madou (2002) it is observed that a scale 
effect has to be considered also for voltage. In fact it is well known that the maximum value of 
voltage that can be applied to a parallel plate actuator, called breakdown voltage, is the voltage 
applied between a pair of electrodes for which the insulating properties of the dielectric 
material are destroyed, leading passage of a high current, which is accompanied by the 
emission of heat, light and sound, that is a spark discharge. The breakdown characteristic of an 
electrode gap is function of the product of gas pressure and gap distance (Paschen's law ) as 
shown in Fig. 1. 

According to Paschen's law the breakdown voltage follows different scaling law: in the case 
of great dimensions, it decreases with the gap, reaching a minimum, after which a further 
decrease in the gap dimension produces a proportional increase of the value of the breakdown 
voltage; this seems related to the fact that the electrode spacing is too small for ionization to 
occur; when the pressure is too low or the distance too small, most electrons reach the anode 
without colliding with gas molecules (Madou, 2002). From the design point of view it is 
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particularly important to know the value of the minimum breakdown voltage. Table I reports 
this values for various gases. 

Breakdown 
Voltage 

[V] 

V • 
'^ mm 

5 im 10 xm 

F.^l" 

gap [|im] 

Figure 1. Paschen's curve and scaling law of electrostatic actuation. 

It is therefore possible to conclude that, depending from the gap size, different scaling law of 
the electrostatic forces are possible; as shown in Figure 1, at lower values of the gap F^ scales 
with r^, at higher values of gap it scales with f, whereas in proximity of the minimum 
electrostatic forces are constant with respect to the device dimensions. 

Table 1. Minimum breakdown voltage for different gases. 

Gas 

air 
Ar 
H2 
He 

CO2 
N2 

O2 

V • 
' mm 

[Volt] 
327 
137 
273 
156 
420 
251 
450 

Apart from scaling considerations, electrostatic actuation seems to be more suitable for 
microsystems in comparison to electromagnetic actuation also because electrostatic motors are 
simpler and more compatible with IC fabrication. Moreover the electrostatic actuator is driven 
by voltage, and voltage switching is easier and faster than current switching (as in 
electromagnetic actuators) at microscale. An implicit confirmation of the previous assessments 
follows from the wide numbers of microdevices that are based on electrostatic actuation. That is 
the case of different kind of rotary motors (Madou, 2002). A solution based on a electrostatic 
actuator is used in the most popular commercial applications of microsystems, that is the self 
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test unit of the ADXL accelerometers from Analog Devices and micromirror actuating unit for 
the Texas Instruments projection display (Senturia, 2002). Electrostatic actuation is widely used 
also in the case of RF MEMs, to actuate switch, filters, etc. (Nguyen, 2000). 

From the engineering design point of view it is therefore important to handle suitable models 
of such devices; this aspect is relatively new, as electrostatic forces are negligible at macro scale 
and therefore the usual methods developed to deals with macro scale device can not by applied 
at the microlevel. In the following a possible approach will be proposed. At first the case of a 
single degree of freedom system, than the case of discrete systems with several degrees of 
freedom will be considered. 

2 "Single'' Degree of Freedom System: Static Analysis 
Figure 2 shows a "single" ^ degree of freedom system. 

T 
••JLai 

w v v v v w Spring 
Movable plate 

xT. 

Fixed plate 

Zm go 

\ \ \ \ \ \ \ \ 

Figure 2. Single degree of freedom electromechanical system: static case. 

At first it could be usefiil to consider the two elements (spring and capacitive actuator) of 
the electromechanical system separately (see Figure 3). 

^ 

77777 

Figure 3. Spring element and capacitive actuator. 

^ Obviously the system is characterized by two degrees of freedom, if considered as electromechanical 
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The elastic strain energy U^ stored by the spring is: 

1 . 2 
U^ =-kx 

2 

The obvious equilibrium equation: 

F = kx, 

can be obtained also from the virtual work principle: 

or, according to Castigliano theorem: 

^1 ^ 
-kx' 

V2 
= Fdx=>la = F 

dx 

The elastic strain energy Ug stored by the spring is: 

U^ =-kx' 
2 

(2-1) 

(2-2) 

(2-3) 

(2-4) 

(2-5) 

For the capacitive actuator (see Figure 4) a similar approach can be followed; in the case of 
parallel plate capacitive actuator, the electrical characterization is missing. It is therefore 
necessary to specify if this is the case of an open circuit, for which the electrical charge 
g=const., or if capacitor plates are coimected to a voltage generator, i.e. V=Vo: 

1 
77777 

g ^ 1 

T" 
^ c o n s t 

Figure 4. Capacitive actuator models: general scheme, open circuit or voltage generator. 
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The general expression of the energy stored by the capacitor is: 

U=-VQ = -V'C = - ^ (2-6) 
' 2 2 2 C 

where: C — — 

^=parallel plate surface 
e= €^€Q= permittivity of the dielectric. 

2.1 Capacitive Actuator: Open Circuit 

The energy stored by the actuator can be expressed as: 

U . i ^ = l n ^ k o Z ^ (2-7) 
' 2 C 2 sA 

and therefore it is possible to evaluate the expression of the electrostatic force following a 
procedure similar to the case of the spring; in fact also in this case a virtual work principle 
holds and therefore: 

dU=dL ^--^dx = -F5x=>F = - ^ (2-8) 
2 £4 2 sA 

,,: F.=-'-£. = lQL^ ,2.„ 
dx 2 sA 

It can be noticed that, for a positive small displacement increment dx the stored potential 
energy decreases. 

2.2 Capacitive Actuator: Constant Voltage Generator 

The energy stored by the actuator can be expressed as: 

2 2 2{go-x) 

dU^ 1 sA ^^2 . 
In this case:—:;-^ =—7 TJ-KQ > 0 (2-11) 

ax 2{g^-xf 
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this means that the stored potential energy increases for a positive small displacement 
increment 8x. This behaviour can be explained considering that in the case of a positive small 
displacement increment 5x , the voltage generator supplies a contribution V08Q that will be 
partially stored by the capacitor to satisfy the increasing storing energy requirement, and 
partially converted in mechanical work. 

For a positive small displacement increment 8x the principle of energy conservation holds: 

and it is therefore possible to write: 

(2-12) 

m.-QVo)=sL 
1 sA 

2 ( ^ 0 - ^ ) 
Fo'5x-

£A 

sA 

2feo-^) 
V„ 6x = -Fdx: 

1 £A 

V:Sx = -Fdx 

2 ' 0 

or: 
dx 2 ( g o - x ) 

2 '0 

(2-13) 

(2-14) 

(2-15) 

That it is again a force that tends to attract the two plates. The above discussion can be resumed 
as shown in Figure 5. 

+Q 

-Q 

\ 

yyy^y^ 

g=const. 
5C/e<0 

\ 7 

ZFT Q: 

Fo=const. 
5C/e>0 

Mechanical work 
5 i 

/ \ 

\ 7 

dU^=dL W^ = dL 

77777 

Vo8Q 

go 

Figure 5. Energy balance for the electrostatic actuator (open circuit and voltage generator). 
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2.3 Single Degree of Freedom Electromechanical System: Open Circuit 

Now the case of a "single'' degree of freedom electromechanical system can be analyzed (see 
Figure 6); it possible to consider at first the case where the actuators plates are charged but not 
connected to a generator (open circuit). 

w v w w v 

'A 
- Spring 

Movable plate 

Fixed plate 

^0 

vvvvvvvv 

Figure 6. "Single" degree of freedom electromechanical system: open circuit. 

If the displacement x and the potential V are chosen as mechanical and electrical 
generalized coordinates, the "total potential energy" can be expressed as: 

^ - % \ 

k 0 

0 C \V\ 2 2 
(2-16) 

It follows that the mechanical equilibrium in x direction can be easily obtained from virtual 
work principle: 

§ [ / = SL = 0 

for this purpose it is necessary to introduce the electrical constitutive equation: 

Q = CV 

therefore it follows that: 
2 2 C 

(2-17) 

(2-18) 

(2-19) 

(2-20) 
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and: kxhx 6x = 0: 
2 sA 

hc-'-Q-
2 

2 sA 

in conclusion: F^ = F^ 

where: F^ = kx is the elastic restoring force of the spring 

(2-21) 

(2-22) 

and: F = 
2sA 

is the electrostatic force attracting the plates. 

In matrix form, the governing equations of the problem, for a given electrical charge Q, are: 

(2-23) 
k 0 

0 C v\ 
2 £4 

Q 

It can be noticed that this choice of generalized coordinates is coherent with the formalism 
of considering them as the "unknown variables" of the two problems, and consequently the 
forcing terms (respectively the force and the charge) appear in the right side of the governing 
equations. 

2.4 Single Degree of Freedom Electromechanical System: Voltage Generator 

Now the case of a "single" degree of freedom electromechanical system controlled in voltage 
represented in Figure 7 will be considered. 

Spring 
Movable plate 

Fixed plate 

Figure 7. Single degree of freedom electromechanical system: voltage generator. 
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The expression of the total energy stored by the spring and the capacitor is: 

" - \ ; \ 

k 0 

0 C \V\ 
= - i b c ' + - F ' C = - A x ' + - F ' 

2 2 2 
sA 

2 (go-^) 
(2-24) 

It can be noticed that also in this case the generalized coordinate of the electrical domain is 
voltage V. This choice is generally followed by Finite Element commercial codes. 

Mechanical equilibrium in x direction can be obtained following the usual procedure: 

as: 

it follows that: 

m 

5 [ / - F 5 0 = 6I = O 

U = ^kx'+-V' ^ 
2 {go-x) 

kxbx + 
1 sA 

2 ( g o - ^ ) ' 
•F'6x--

sA 

(go-^r 
• r6x = o 

conclusion: kx — 
1 sA 

2{go-xf 

where: F^ = kx is the elastic restoring force of the spring 

F - F = 0 

(2-25) 

(2-26) 

(2-27) 

(2-28) 

F = 
1 sA 

2igo-xy 
is the capacitor electrostatic force of attraction 

Following a matrix notation, the electromechanical equilibrium equations of the problem, 
in the case of a given voltage V, are: 

k 0 
0 C 

1̂1 W" 
1 sA 

2{go-xf 
Q 

(2-29) 

It can be enhanced again that, in this case, the choice of the generalized electrical 
coordinate F seems less natural, as physically it is the "electrical" forcing term. 

For a better physical understanding of the electro- mechanical behaviour of the actuator it 
could be useful to choose the charge Q as electrical generalized coordinate. If the electrostatic 

force is expressed as: f = y^ =—M— and the capacitance as: C = 
sA 

2{go-xy IsA (go -x) 
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the electromechanical equations of the system are: 

k 0 

sA 
IsA 

V 
(2-30) 

This equations clearly shows that there is a coupling between the electrical and the 
mechanical domain; the second equation permits to obtain for a chosen position of the actuator 
X and for an applied voltage Fthe value of the electrical charge Q. Introducing Q in the second 
term of the first equation permits the electrostatic force to be computed and consequently a 
new displacement x can be evaluated. 

The described approach can be used to find the solution iteratively following a so called 
sequential field coupling method. As it will be described successively, this approach is 
commonly used to solve the case of multi-degree of fi-eedom systems; on the other hand in this 
case the mechanical solution can be directly obtained by substitution, in fact: 

FXx)-FSx) = 0^kx- 1 sA 
2{g,-xf 

(2-31) 

The solution can be easily obtained graphically if Fs(x) and Ft,{x) are plotted separately and 
their crossing point considered. 

In dimensionless form: <- -
2 7 ( 1 - 0 ' 

= 0 (2-32) 

where: <^ = - v = V/V 
So 

pull-in 

8 gok 

P"""" \ n aA 

Physically, this is again an equilibrium equation, in fact, putting: 

fs—^ (expression corresponding to dimensionless spring force), and: 

4 v^ 
/I = (expression corresponding to a dimensionless electrostatic force), 
' 2 7 ( l - 0 

It follows: 

i= 2 7 ( l - 0 ' 
^fs=fe (2-33) 



www.manaraa.com

48 F. De Bona 

0.8 

0.6 J 

0.4 

0.2 

1 Unstable 
solution ^ 

Stable vy/ 
solution X 

1 1 i 

1 1 1 /[ 
/ I f ^ 
1 1 f >̂  

/ / vr 

1 /̂ ^ 

I ' l l 

0.2 0.4 0.6 
^ 

0.8 1 

It seems that: 

Figure 8. Stable and unstable equilibrium configurations. 

2{go-xf 
(2-34) 

was an algebraic third degree equation and therefore it should have one, or three real solutions. 
In reality the total potential energy has the expression: 

-i; k 0 

0 C V\ 2 
= -kx'+-V'c = -kx'+-V' 

2 
sA 

2 \go-x\ 
(2-35) 

and therefore the above equation becomes: 
1 sA 

kx r- V = 0 , x< gQ with two solutions and: 
2 ( ^ 0 - ^ ) 

, 1 £4 ^.2 « 
KX-\ T- V = 0 , x> gr, with no solution. 

2{g,-xf 

(2-36) 

(2-37) 
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kx-\- V'=0, x>g. 

^^^^^^^\ 
Figure 9. Physical and "not-physical" equilibrium configurations. 

It can be noticed that for voltages higher than a value called Fpuu.jn, no equilibrium is 
possible. For values lower than the Fpuu-m two solutions, one stable and one unstable exist. 

In order to study the stability of the mechanical equilibrium, it is necessary to refer to: 

5{5U-nQ) = 5\ 
V 2(go-^r ( g o - ^ ) V 

5x' (2-38) 

Putting: 0 = A: - ^ V \ 

Stability can be studied considering the sign of O and remembering: 

kx-- ^ V'=0 (2-39) 
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An other possible approach to explore pull-in is to make a graph of the normalized 

V 
displacement (1-^') = 

V ^ 0 

versus the normalized voltage v = -
pull-in 

1 

0.8 

0.6 

0.4 

0.2 

f\ 1 

0 0.2 0.4 y 0.6 0.8 1 1.2 

Figure 10. Normalized displacement versus normalized voltage. 

It can be noticed that, when x reaches one third of the gap, unstable collapse to 0 gap 
occurs, the corresponding abscissa is pull-in normalized voltage. The previous representation 
can be misleading, if the mechanical non-linearity has to be enhanced. In fact, as the 
electrostatic force is proportional to F ,̂ the relationship between the movable plate 
displacement and the square of the applied voltage represented in Fig. 11 shows clearly that 
non-linearity is significant only for v^ > 0.6 corresponding to a displacement above 10 %. 

1 

0.8 

0.6 

0.4 

0.2 

* • • » —i ^ 

1 

0.2 0.4 ^z 0.6 0.8 1.2 

Figure 11. Normalized displacement versus squared normalized voltage. 
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3 Multi-Degree of Freedom System 
In the case of structures which undergo elastic deformations the problem in general requires a 
numerical approach. By resorting to Finite Element models (FEM) for the mechanical domain 
and FEM or boundary element models (BEM) for the electrical domain, it is generally possible 
to discretize the problem obtaining a non linear system of coupled algebraic equations. 

In the general case of a problem characterized by two physical domains, and therefore 
characterized by two types of generalized coordinates {x}, {y} the governing equations of the 
discretized system are: 

L̂ iiJ F12J 

.F21J [^22! 
(3-1) 

If all the coefficients of the system of equations are constant, the system can be called 
linearly coupled. A well know example of linearly coupled electromechanical system is the 
case of piezoelectric element (Bona et al, 1994). If the static equilibrium of a piezoelectric 
element is considered, the following equations can be written: 

[e1 [cj. (3-2) 

being: 

K: stiffness matrix 
0 : piezoelectric coefficient coupling matrix 
Cp: piezoelectric capacitance matrix 

It must be noticed that in this case coupling effect is electromechanical, i.e. coordinates are 
selected among mechanical and electrical degrees of freedom, but, with respect to electrostatic 
actuation, it is applied to the overall volume of the piezoelectric material. In the piezoelectric 
case the coupling is due only to the coupling matrix 0 , and it affects exclusively the elements 
of the matrix out of the main diagonal. Because all stiffness matrix elements and forces do not 
depend on the system coordinates, the coupling can be considered linear and solution is quite 
straightforward since for given forces F and charge Q, displacement x and voltage V can be 
easily computed. 

In a more general case the system of equations can be "non linearly" coupled, as the 
coefficient of the system depends on the system variables, a possible configuration could be 
the following: 

[k,,(x,y)] [k,2(x,y)] 
(3-3) 
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considering that [A:i2(x,j)] and [A:2i(x,ĵ )] elements can be always moved to the right side of the 
system: 

[k,,(x,y)] [O] 
[O] [k,,ix,y)l 

(3-4) 

It can be noticed that coupling still applies, although matrix elements [A:i2(x,>')] and 
[̂ 2i(jc,>')] do not appear, since [A:ii(x,>')] and [̂ aaC .̂j)] elements and forces at right hand of the 
equation depend on the system coordinates. 

In particular, in the case of a system discretized following a variational approach (es. FEM) 
the following system of equations can be obtained: 

%ix,y)] [O] 
[O] [k,,{x,y)\ 

i{Ax}]i{AF^{x,y)}\ 
\{Ay}\ \{^F^{x,y)}l 

(3-5) 

where increments A are introduced. 
In the case of an electrostatically actuated system a simpler set of equations is generally 

derived: 

fell [O] 
[O] [k22{x)] 

{x}\_j{FAy)} 

wri fc)} (3-6) 

If the usual FEM approach is applied to the electrical and to the mechanical domains, the 
following system of equations is obtained: 

W [ 0 ] " 
[O] [C{u)l 

{u}\ {{FiV)}\jF] 

M j i {Q} rm 
(3-7) 

where F(V) is the electromechanical force. 

Table 2. Comparison between thermal and electrostatic domains: governing equation. 

Thermal problem Electrostatic problem 

in 2D: k 

k^AT = -F 

= -F in 2D: s\ 

eAV 

= -p 

F: heat load vector, [W/m^] p: charge density, [C/m ] 
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Table 3. Comparison between thermal and electrostatic domains: FEM discretisation. 

Finite element method 
Thermal problem 

{T} = 

Nodal element temperature: 

Tix,y) = [N{x,y)]{T] 

Electrostatic problem 

{V]-

Nodal element potential: 

v{x,y)=[N{x,y)]{v} 

^ the same interpolation function [JV(X,7)] 

k)= 
dT 

dx 
dT U\s\x,y)}=[BM]{T} 
dy 

-grad(T) "^heat flux 

m 
dV 
dx 
dV 

\^^'{x,y)UBix,y)]{v} 

By 

-grad(V) (electric field) 
^ the same matrix [^(x, j)] units:[m'^] 

[D] 
k 0 

0 k 

Kr - thermal conductivity coefficient, 
[W/Km] 

[Dh 
£ 0 

s - permittivity coefficient, [F/m] 

[k] = i \ [B] [DIB]JA , A is the finite element surface 

Assembling process 

M=ZM 
[KlT)={F\ 

{F} = Y,pjFdv,m 
«e/ V, el 

[KIVMQ) 

{e}=ZM'«'>'-ra 
^el V, el 

It can be observed that, similarly to the single degree of freedom system the coupling 
between the two domains is mainly due to the fact that the mechanical forces depend on the 
electrical variables, whereas the capacitance matrix terms depends on the generalized 
displacements u that characterize the mechanical domain. 

A well known dual case could be that of thermo-elasticity: 

W [ol
io] [^T1 

{U]\\{F{T)]\{{F] 

MI IfelJlO 
(3-8) 
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where: /:T=conductivity matrix 
Qj= heat vector 
F(7)=heat load vector 

As shown in Table 2, this case is really dual in the sense that the governing equation 
(Poisson's equation) is the same for the electrical and for the thermal domains. On the other 
hand in this case the temperature distribution produces generally small displacements u and 
therefore the conductivity matrix kj terms remain practically unchanged. Therefore the well 
known procedure of calculating the temperature distribution from the second set of equations 
and the mechanical displacements from the first ones can be followed. 

If the electrostatic case is considered again, as shown in Table 3, the FEM approach that 
must be followed obviously is perfectly dual with respect to the thermal case. 

Domain D for 
the electric field 
problem 

Towards infinite 

b-th nodes 
Ui-th nodes 

Towards infinite 

Domain 0 for T 
the mechanical 
problem 

V=0 

Figurel2. Nodes at the interface between mechanical and electrical domains. 

When the two domains are discretized, a simplification follows from the consideration that 
the two domains (mechanical and electrical) interfere each others only at the boundary (such 
kind of coupling is also called "surface coupling"), Figure 13. Therefore the governing 
equations can be written partitioning the degrees of freedom of the nodes at the boundary 
between the two domains (subscript b ) and those which are outside this boundary (subscript /): 

K] k ] [0] [0] • 
hi] kb] [0] [0] 
[0] [O] [Q(«J] [Q(«J] 
[0] [O] KM] [C,,(WJ]_ 

M 
{0} • 

{0} 

fe} . 

(3-9) 
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In consideration of the particular kind of coupling that characterizes the problem, solution 
is no more so straightforward: it involves the external environment surrounding the 
investigated structure, while in the previous example of the piezoelectric the volume interested 
coincided with the piezoelectric material. So far a dedicated technique has to be applied, a 
usual approach is the so called "sequential coupling" approach: 
-for a certain value of the displacements u (w=0, at the first iteration, corresponding to the 
undeformed structure) the electrical problem: 

[Qi(«b)] [Cib(«b)]" 

[Cbi(«b)] [Cbb(«b)l 
(3-10) 

is solved and the unknown voltage {Fi } is determined for a value of the applied voltage VQ 
from the first set of equations: 

{^i}=-^o[CiiK)r[QbK)] (3-11) 

The corresponding value of the electrostatic field E and of the electrostatic loads F̂ b 
applied at the interface can thus be determined. 

For the y-th electrostatic finite element (the hypothesis of a FEM discretization is done) 
positioned at the boundary, it holds: 

V{x,y)=[N{x,y)]j{v]j 

where [̂ '̂ (jc.y)] is the element interpolation function. 
The electric field inside they-th element is given by the relation: 

(3-12) 

{E) = 
EAx,y) 
Ey{x,y) 

8N' 

dx 
dN 
dy 

{v]j = W,y)]j{v)j (3-13) 

As: 
^'^^-\m A {1} 1 

{E] = vM^,y)& tc„(«,)nCib(«b)]lj . Kj^(„^)}. 

(3-14) 

(3-15) 

The distribution of the electromechanical forces, produced by the electric field and acting 
on the boundary, can be computed by means of the Maxwell stress tensor \a\, for they'-th 
element: 
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[ahe({E}{EY-UEY{E}[l] 

-^o<{/k)},{/k)}/4W"*)}/W«Jl[l]l = -f'ô [Gk)] 
(3-16) 

Finally the forces acting at the interface nodes b can be computed: 

{ êb}= \[<y]{n}dS^=sV,' J[G(«b)]{«K (3-17) 

where {«} is the surface normal unit vector. 

The new displacements {MJ} and {u\y} are then evaluated solving the mechanical problem: 

k}\ JM 
(3-18) 

For the new values of {wb}an updated electrical domain is defined, a new mesh is 
generated and the electrical problem is solved again. The procedure is repeated until the 
difference between the mechanical displacements of two subsequent iterations is under a 
certain tolerance. 

Finally, it has to be noticed that at each iteration the electrical domain changes its boundary 
and therefore needs to be re-meshed, on the other hand the mechanical domain mesh does not 
require to be modified. It is not absolutely necessary to have correspondence between the 
mechanical and the electrical mesh node at the interface; obviously, if the nodes have different 
positions, suitable interpolation function are necessary, to apply the electrical forces to the 
mechanical domain and to impose the corresponding displacements to the electrical domain 
interface. 
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Abstract. Predicting dynamic behavior of nonlinear micromechatronic systems is rather 
difficult, because of the effects produced by electromechanical coupling, nonlinearities and 
microscale. This lecture is aimed to introduce basic methods for mechanical design of mi-
croelectromechanical systems (MEMs), by means of a test case consisting of an 
electrostatic microactuator, with few degrees of freedom, A model of the whole microsys
tem is built, by following a systematic approach, typical of structural mechatronics, dealing 
with formulation and solution of the equations of motion. Methods herewith presented are 
already extended to continuous microsystems, applied to numerical methods and imple
mented in some commercial and academic tools. 

1 Introduction 
Dynamic behaviour prediction is a relevant issue of mechanical design of microelectrome-

chanical systems (MEMs), like microaccelerometers, radio-frequency devices (RF-MEMs), 
microsv^itches and microresonators (Senturia,2000; Giurgiutiu,2004). Working condition in 
the above microsystems consists of motion of either a compliant microstructure or a rigid 
body, suspended by elastic supports, in presence of electromechanical actuation. Geometries 
often proposed are microbeams, membranes (compliant) and microplates (rigid), while typical 
actuations are piezoelectric, electrostatic and magnetic. In practice, to select suitable material 
and fabrication process, designer is required to answ êr to few basic questions, concerning 
dynamics, for given frequency and actuation amplitude: what are maximum displacement and 
maximum rotation induced by vibration? Where are those located on the structure? Or even 
what is vibration mode of microsystem? Is it vibration's trend stable or unstable? 

These questions actually require to resort to rather complicate models, to deal with all the 
effects present at microscale. To define outlines of this introduction, a brief overview of the 
main peculiarities of microscale are herewith summarized. 

Microstructural system can be either continuous (beams, membranes) or discretely concen
trated, like in case of single capacitors, with movable rigid plates, inductors or piezostacks. 
Continuous microsystems are modeled by resorting to numerical discretization techniques, like 
Finite Element Method (FEM), or by reducing the number of degrees of freedom, leading to 
equivalent lumped parameters models (Genta,2000; Meirovitch,1990). 

Moreover actuation may be linear or nonlinear function of mechanical and electrical coor
dinates. Piezoelectric action is, for instance, linearly dependent on applied voltage, while 
electrostatic force is nonlinear in voltage, charge and displacement. Nonlinear actions require a 
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numerical integration of equations of motion, by algorithms suitable to assure numerical stabil
ity and convergence (Cook, 1989; Bathe, 1996). 

Electromechanical coupling can be interpreted either as result of a global effect of related 
electric or magnetic field, by computing the resulting electromechanical forces applied to the 
microsystem, or as locally distributed effect, corresponding to a load distribution on micro-
structure surface. While in the first case lumped parameters models describe actuation forces 
and moments, in the second case a detailed analysis is performed by discretization techniques, 
like FEM, as for structural domain, or Boundary Element Method (BEM). 

In addition to the above mentioned issues, a mechatronic approach takes into account that 
microsystem is part of an electric network, and dynamic behavior has to be evaluated in con
nection with electronic circuit (Meirovitch,1990; Rizzoni,2000). Moreover, microstructure is 
very often an actively controlled system more than an uncontrolled device vibrating within the 
electric field. 

All the above issues motivate current research activity about MEMs dynamics modeling 
and characterization (Shi, 1996; Ananantasuresh,1996; Younis,2003). These outlines focus 
design aspects applicable to the simple case of nonlinear electrostatic microactuator, consisting 
of a single degree of fi-eedom capacitor, connected to a vibrating mass, suspended by an elastic 
spring. Although so simple, this microsystem is suitable to introduce approaches applied by 
numerical methods in analyzing continuous and controlled systems. Analysis focuses the elec
tromechanical coupling between mechanical microstructure and electric actuator, by providing 
dynamic equilibrium equations for an integrated design of both the microstructure and the 
connected electric circuit. 

2 Formulation of the dynamic equilibrium equations of the cou
pled microsystem 

2.1 Applicable approaches 

A first task of design procedure consists of the formulation of the equations of motion of 
the analysed microsystem. Two very popular approaches are D'Alembert's and Lagrange's 
formulations. Since '60s several authors demonstrated that both can be generalized to the case 
of electromechanically coupled systems, with electric and mechanical d.o.f. (Crandall, 
Woodson, 1968; Meisel,1973; Meirovitch,1990). D'Alembert suggests of balancing mechani
cal, electrical and electromechanical actions, applied to the microsystem, while Lagrange's 
equations are obtained by computing energy and co-energy contributions, i.e., kinetic, elastic, 
electrical and magnetic to derive the so-called Lagrangian function. Both procedures are here
with applied to the electrostatic microactuator. 

2.2 Description of test case: the electrostatic microactuator 

Following sections deal with an electrostatic microactuator, depicted in figure 1, including: 
a capacitor, with capacitance C, two ideally parallel conductive plates, dielectric constant £ and 
plates area A\ a concentrated mass m suspended by an elastic spring, whose stiffness be k. To 
describe both the mechanical and electric behaviors, a selection of coordinates is required. 
Mechanical engineer is prone to classify this device as "single d.o.f. mechanism", nevertheless 
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capacitor plays an energy conversion between the electric and the mechanical domains, only if 
the connected electric circuit either provides or absorbs the corresponding energy contribution. 

This effect introduces a so-called electromechanical coupling, between mechanical and 
electrical coordinates. Therefore two coordinates are needed. A first mechanical coordinate is 
displacement of mass m, along jc-axis. Be point "O", origin of x-axis, position of mass m for 
which: spring does not apply any elastic restoring force, capacitor plates are located at initial 
gap go. A second electric coordinate is chosen between applied voltage v and imposed charge 
q, depending on the formulation preferred, for the electrical analysis of the device, or even on 
the control strategy implemented. A final set of two coordinates holds, including either x and v 
or X and q. 

(a) (b) (c) 

V , ^ 
/ 

© 
1 \m 

CyA,£ 

V = imposed q = imposed 

Figure 1. Ideal electrostatic microactuator (a), with imposed voltage (b) or imposed charge (c) 

Next step in procedure defines the electromechanical constraints applied to the microsys
tem. Two kind of constraints are present: mechanical and electrical. Mechanical constraints are 
evidenced in figure 1: spring, mass and capacitive plates are connected as shown, in particular 
spring and capacitor are connected at one end to a fixed frame. Electrical constraints act in a 
such way that conductive plates can be either connected to an external circuit, in a closed loop, 
to a voltage generator or simply stand-alone, in an open loop, with no external power supplier. 
In practice, two configurations can be analyzed for the same device: (a) circuit with imposed 
voltage and variable charge; (b) circuit with imposed charge and variable voltage between 
plates. In figure lb a total amount of charge q is transferred on capacitor plates by the current 
generator, during a preliminary transitory, in which circuit is closed, then, when the required 
level of charge is achieved, circuit is opened and microcapacitor activated. 
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2.3 D'Alembert's generalized approach 

If a pure balancing of applied electromechanical actions is followed to derive dynamic 
equilibrium equations of the whole microsystem, according to D'Alembert, and imposed volt
age configuration is selected, contributions can be evaluated as follows (see figure 2): a spring 
elastic restoring force Fg, an inertial force Fin, a capacitor actuation F^, attracting plates each 
other, either expressed in voltage or charge, and an additional external, mechanical, force F, if 
present: 

F =-kx -mx F = 
1 sAv^ 

^{go-xf 
(2-1) 

Above expressions of F^ consider imposed charge and voltage respectively and apply both 
to constant and time variable actions: if charge is constant q = Q = const, while if voltage is 
constant v= Vo= const. 

I • • • i^« • • ' -| 

(y) Fe\ î ' ̂ ' '^ 

Figure 2. D'Alembert's dynamic equilibrium applied to the test case. 

Above procedure leads to two formulations of the equation of motion, a first one expressed in 
charge coordinate: 

2 

mx + kx = F + 
sAv' 

2(go--^)^ 
(2-2) 

being voltage a forcing term at the right-hand of the above equation, while the same configuration 
is described by a second equation, in which voltage is coordinate and charge forcing term: 

2 

mx + kx = F + -
IsA 

(2-3) 

It can be evidenced that in present case electromechanical actuator is approximated by an 
ideal capacitor, having no electrical resistance nor inductance. No dissipation is considered at 
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this level, dynamic equilibrium is therefore established among known force F, electromechani
cal action Fg, inertial force Fin and spring restoring force Fg. 

A key remark on above equation is asking whether it is exhaustive in terms of description 
of dynamic behavior of the microsystem or not. Actually, it does not. Since microsystem is no 
more mechanical, but micromechatronic or microelectromechanical, a complete and exhaustive 
prediction can be drawn only if a similar equation is written for the electric behavior. In fact, 
electric circuit exhibits a dynamic behavior too, depending on the variability of capacitance in 
time. In network analysis, an approach similar to the D'Alembert's, in mechanics, can be fol
lowed to derive a second equation, according to Kirchoff s rules of loop and nodes 
equilibrium. The latter can be written either for open or closed circuit, corresponding to the 
two above defined constraints of imposed q or v. Forcing terms are voltage and current respec
tively. 

Two equations hold, a first is: 

q^-v (2-4) 

in which charge q is coordinate and voltage v is the corresponding electric force; actually it 
corresponds to the definition of capacitance in electrical engineering, and by converse, a sec
ond one is: 

sA dv sA dx dq , 

go-x dt (gQ - xf dt dt 

They are suitable to describe the imposed voltage and imposed charge circuits behavior, 
nevertheless their derivation does not appear often intuitive, particularly in the second case, 
although second equation (2-5) actually corresponds to the time derivative of the constitutive 
relation (2-4) between charge and voltage. 

The literature demonstrated that although D'Alembert's and Kirchoff s approaches are well 
known, straightforward and fairly intuitive, they require a certain practice to the user in balanc
ing the applied actions: forces, current and voltage. Moreover, in case of multiple degrees of 
freedom and in presence of power amplifiers and related electronic devices, above limits are 
more evident. Therefore since 60's Crandall-Kamopp (1968) proposed to deal with the formu
lation of the equations of motion of electromechanical systems, by a procedure which usually 
looks more systematic, to describe the electromechanical energy conversion, and easier to be 
automated, by implementing in numerical tools. The latter is a generalization of the Lagrange's 
approach to the electromechanical coupled analysis. 

2.4 Lagrange's generalized formulation 

The same result obtained in previous section 2.3 can be achieved by the Lagrange's 
method, based on the computation of energetic contributions, used to write in Lagrangian co
ordinates the dynamic equilibrium equations as follows: 

d(dL(4,lt)\ dL(^,i,t) 
dt S^i 

Q. /• = !,...,« (2-6) 
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In particular, a number n of independent and so-called Lagrangian coordinates <̂ ,, strictly 
sufficient to describe the system generalized motion, through the so-called Lagrangian function 
L, is selected, i.e., in present case, displacement x and either voltage v or charge q. Generalized 
forces appear at the right-hand of the whole equations, as Q^. Equations include derivatives of 
L with respect to time t, to coordinates ^^, and to their generalized velocities <^ = d^jdt . 

For a pure mechanical system Lagrangian coordinates are usually: displacement x and mo
mentum/?, or rotation 0 and angular momentum /. The Lagrangian function L is defined as: 

L = T-U {I'l) 

being T the kinetic energy and U the elastic potential energy of the system. In case of pure 
electrical circuit selections are distinguished for two classical formulation, called "loop" and 
"node", according to the network analysis criteria. 

Loop formulation, applied to imposed voltage configuration, introduces charge q as La
grangian coordinate. Lagrangian function is defined as: 

L = Wl^-W, (2-8) 

Subscripts m and e in (2-8) indicate magnetic and electric contributions respectively, while 
symbol * distinguishes so-called co-energy of the system from the energy, represented by the 
capital letter W. Definitions of the whole two concepts shall be shortly herewith introduced. 

Node formulation, typical for imposed charge configuration, is based on magnetic flux co
ordinate X, which can be correlated to voltage v by the following relation: 

v = dXlAt (2-9) 

In this case L is: 

L = Wl-W^ (2-10) 

Remark 1: Selection of the Lagrangian coordinates 

In previous description the selection of charge and magnetic flux as Lagrangian coordinates 
may look peculiar, being people prone to use voltage with charge. The above choice is moti
vated by applicable electromechanical analogy, which allows transforming electrical circuit 
into an equivalent mechanism and vice versa. Assuming as relevant coordinates: displacement 
and momentum for mechanics and charge and flux for electrical systems, analogy holds as 
shown in figure 3. In particular, looking at the left side of sketch and starting from the lower 
and left comer it can be appreciated that formal analogy applies between inductor and spring: 
as well as magnetic flux {X) times the inverse of inductance {1/L) gives current (/), function of 
charge q, in elastic springs displacement (jc) times stiffness {k) gives the applied force (/), func
tion of momentum {p). Other analogies can be appreciated by following paths drawn, by 
comparing resistor and viscous damper, up to capacitor and inertia. Described paths bring the 
Reader from one Lagrangian coordinate to the other, from flux to charge on electric domain, 
from displacement to momentum on mechanical side (see Crandall,1968). 

It can be noticed that above analogy, quite popular in the literature of mechatronic systems, 
may be replaced by a different interpretation shown in figure 4: analogy is formally different 
from the previous one, although constitutive laws of mechanics and electromagnetism are the 
same. In particular, inductance is there analogue to inertia and capacitor to spring. 
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W^ 

Remark 2: Definition of energy and co-energy 

Above sections highlighted, in case of pure electrical system, the presence into the Lagran-
gian function of energies and complementary energies or "co-energies" (superscript *). 
Formally their definitions are: 

= JJvd9 W^ = ^idA <=J[^dv C=J[^' ' (2-11) 

In practice a distinction between energy and co-energy contributions can be evidenced by 
considering the characteristic curve of each circuit component. In a more general case of 
nonlinear characteristic curves, depicted in figure 5, above definitions are interpreted as areas 
on two diagrams, related to electric and magnetic actuations, representing: in a first case gen
eralized force voltage versus charge coordinate, and in the second one current versus magnetic 
flux. 

dA ^ 

dt 

dt 
1/L k 

Figure 3. Electromechanical analogy. 

1/C 

Figure 4. A second interpretation proposed in the literature for the electromechanical analogy. 

The sum of both contributions give the overall energy storage: 

(2-12) 

In case of an electromechanical coupled system above definitions are applied to write the 
Lagrangian function, for the loop formulation, i.e. for imposed voltage: 

m e 

and for the node formulation, i.e. for imposed charge: 

(2-13) 

(2-14) 
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v = A 
F% = J^di= J^dv 

i = q < 

1 
1 

0 0 

y/\ X X 

0 0 

> 

Figure 5. Energy and co-energy definitions. 

2.5 Application to the electrostatic microactuator 

The formulation of the equations of motion for the test case selected (see figures 1,2) can be 
performed by Lagrange's approach. For this purpose are useful the definition of capacitance and 
the constitutive law of the capacitor, respectively: 

sA aA 
C = 

( ^ 0 - ^ ) 
? = 

Uo-^) 
(2-15) 

So-called node equation, for imposed charge, is derived as first. Selected Lagrangian coordi
nates are displacement x and magnetic flux \, being charge a forcing term at right hand of the 
equation. To write Lagrangian function L, energy and co-energy contributions are computed. 
Mechanical ones, i.e., kinetic and elastic potential, are respectively: 

rr 1 .2 I =—mx 
2 2 

while electromagnetic ones, including electric co-energy and magnetic energy are: 

1 sA , 
W^'=-Cv^=-CX^=~-. .V 

2 2 2{go-x) 
Lagrangian function for node equation holds: 

L^T-U + fV'-W^ 

W^^O 

(2-16) 

(2-17) 

(2-18) 

Since coordinates are two, a couple of equations of motion is written. Degrees of freedom are 
coupled, therefore only roughly speaking they can be indicated as mainly mechanical and electri
cal. 

In particular a first, so-called mechanical equation holds: 
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dJdL^ 
dt V5xy OX 

^dL'^ 

dt \dxj 
= mx 

dL , 1 
— --kx + 
dx 

sA 

2{g,-xY 
-X' (2-19) 

mx + kx-
sA 

2(^0-^) " 
r^F 

Electromechanical action may appear either at left or right hand, but formally it has to be 
expressed in Lagrangian coordinate at left side (magnetic flux term) and in forcing term 
(charge) at right side: 

-X;=F^mx + kx = F + -mx + kx-
sA 

'^[go-xf IsA 
(2-20) 

The latter comment is ineffective fi-om the theoretical point of view, but it shall be useful in intro
ducing numerical methods for solution. 

A similar rationale is followed to write the second, mainly electrical, equation: 

dfdL^ 

dt 

dL_ 

dX 

dt 

SAX 

sA 

dA ^' 

X X 

A , AX 

\^dXj 

•-vsA (2-21) 

-^sA-
( ^ 0 - ^ ) (go-^)^ 

= z 

Very often engineers are used thinking in terms of voltage: although following formalism 
cannot be accepted as canonical in structural mechatronics, it allows solving by substitution the 
set of two equations by computing voltage by means of the circuit equation: 

sA 9 „ .. , _ sA 
mx + kx-

2 ( g o - ^ ) 

sA 

^v^ =F ^>mx-\-k)c-F + - .^ 
2 ( g o - x ) 

- + £A- vx 
(2-22) 

Uo-^) {§0-^1 
• = i 

In case of imposed voltage, i.e. of loop formulation in displacement x and charge q, proce
dure above introduced is developed by starting from energies and co-energies: 

T = ̂ mx' U = -kx' W,^-^' =-^{g,-x) W:^0 (2-23) 
2 2 ' 2 C 2 £ 4 ^ " ^ 

to write Lagrangian function L: 
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and two equations of motion, i.e. mechanical: 

^; 

dt 

dL] dL 

dx J dx 

d_fdL), 

dtydxj 

.. dL , Iq" 
• mx — = -kx H 

dx IsA 

mx + kx = F=>mx + kx = F + —7 r 
26A ASo-x) 

and electrical, or circuit, equation: 

dt 
— \- — -Q =v 
dq) dq 

d_(dL^ 

dt{dq. 
= 0 — 

dq 

dL (go-Jc) . 

sA 

(2-24) 

(2-25) 

(2-26) 

Remark 3: Matrix form and electromechanical coupling analysis 

Above equations can be ordered in matrix form. Node equations, for instance, hold as fol
lows: 

m 0 
EA 

(go-4 

0 

SAX 

{go-xf 

SAX 

^{go-xf 

0 | : | -

k 0 

0 0 
(2-27) 

Equations are interdependent, since generalized damping matrix includes non null elements 
out of the main diagonal. Moreover these terms are themselves nonlinear in the coupled coor
dinates, in particular a quadratic dependence on displacement appears. In this case a diagonal 
element of the generalized mass matrix is also dependent on displacement, by causing an addi
tional coupling effect. Nevertheless the location of coupled or mixed elements strictly depends 
on the coordinates selection. Here above a canonical set of Lagrangian coordinates was used. 

In the literature a different coupling is found, if voltage is directly assumed as electric co
ordinate: 

m 0 
0 0 

[Jc 
1 \+ l̂ i 

0 
eAv 

0 
sA 

, ( g o - ^ / (go-^) 

eAv 

2(go-^)^ 
0 0 

(2-28) 

This interpretation, less used in mechatronics, exhibits a direct coupling in generalized 
damping and stiffness matrices, never in mass. Nevertheless the latter elements still are nonlin
ear dependent on the coordinates. 

A slightly different look shows the corresponding matrix form of loop equations: 
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m 0 

0 0 

\x\ 
{ \ + 
\q\ 

k - ^ -

0 
aA 

(2-29) 

A simple cross-coupling is appreciated in generalized stiffness matrix, elements of right 
column depend themselves from coordinates. 

2.6 Dissipative microsystems 

Originally Lagrange's formulation was based on the following assumptions: the electrome
chanical interaction be conservative, i.e., no dissipation in energy conversion occurs; constraints 
are holonomic, since do not vary in time; no mutual interaction is foreseen between magnetic and 
electric fields. Nevertheless, the whole method applies to dissipative systems too, at least when 
so-called Rayleigh's functions ^ can be introduced to describe dissipation mechanism. Typical 
examples are mechanical viscous dampers and circuit resistors. In this case Lagrange's equations 
transform into: 

d_ 

dt 

dLJuA dL(^,i,t) ^ â , ^ 
d^i 5̂ .- 5̂ .-

Qi i = L...,n (2-30) 

Several kinds of damping are usually applied to MEMs, including structural and viscous, 
added to some due to fluid-structure coupling, when microdevice operates in air or fluidic envi
ronment, instead of vacuum. This topic, crucial for the current research activities, is out of the 
goal of these outlines, but in principle models proposed in the literature for the whole damping 
effects may be used in connection with Lagrange's approach for a refinement of the equations of 
motion of the dissipative microsystem. 

2.7 Solution of nonlinear equations of motion of the undamped capacitive microactuator 

In case of nonlinear electromechanical problem and undamped micro-electrostatic actuator 
with two electromechanical degrees of freedom equations to be solved are: 

mx + kx--
2sA sA 

-q = v 

mx + kx-
sA 

^{So-xJ 
î  EA - + £A 

Ax 

(go-x) {go-xf 
-I 

(Loop) 

(Nodes) 

(2-31) 

Moreover main attention will be played on the mechanical equation of motion, i.e. those on 
the left-side in previous set, being of primary priority for the mechanical design. As well as it 
happens in static behavior, operatively speaking the main problem is that actuation force is 
nonlinear dependent on both electrical and mechanical coordinates. 

The expressions for the two mentioned formulations are: 
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where v,^, x appear as quadratic terms, v and q can be either constant or dependent on time. 
Being impossible to solve analytically the whole nonlinear equations, numerical integration 

is applied. Known algorithms proposed for mechanical systems are distinguished in explicit 
methods, like the Central Finite Differences, and implicit methods, like Houbolt, Wilson- 0 and 
Newmark. Implicit are often preferred, since they benefit of an unconditioned numerical stabil
ity, at least for linear analysis. More details on this topic can be found in (Bathe, 1996; Cook, 
1989). In particular Newmark method demonstrated to be very efficient in solving this kind of 
problems, and it is herewith applied. No mechanical excitation is assumed to be applied. 

Equations to be solved are, for the two formulations: 

mx + kx = -- —V mx + kx = (2-33) 
2{g,-xf 2sA 

It can be appreciated that two configurations can be dealt with, in solving above equations. 
If dynamic behavior is due to a mechanical excitation in presence of applied constant voltage 
or charge, problem consists simply of a mechanical structure whose stiffness is calibrated by 
the electric field. By converse, if dynamics is induced by a control voltage or charge, variable 
in time, it consists of the dynamic and control of an actuator. Although in the literature the two 
above configurations are both found, the first one seems useless for practical applications. The 
most attractive is the second one, since it plays the role of mechatronic actuator (for mi-
croswitches and microresonators). 

2.8 Numerical results for the nonlinear and undamped capacitive microactuator 

If the imposed voltage condition is firstly considered the corresponding equation is: 

.. , aA 2 
mx + kx = — r̂ -v (2-34) 

Numerical inputs chosen for the following numerical investigations are: m=9.437-10"'̂  |LXg; k= 
4.89 N/m; ^=810 |Lim̂ ; go-2.2|Lim; £=8.85410"^l Initial conditions are set asx(0)=0, dx/dt(0) 
=0. Applied voltage is a simple sinusoidal excitation v=23=t0.23 V, being the pull-in voltage of 
the whole system VPULL-IN=46.4 V. 

The natural frequency of the pure mechanical system (v=0) is 362.38 kHz; while, if the de
crease of stiffness due to bias voltage, is considered, frequency becomes 348.70 kHz. The 
latter actually corresponds to the electromechanical resonance of the microsystem, if the reso
nance frequency is computed by following a linearized approach, as it will be proposed in next 
sections. At this level these two values are useful only in terms of locating the frequency of the 
excitation above or below the apparent resonances of the microsystem. 

A first test can be performed by exciting the whole microactuator at 346 kHz, i.e. at a fre
quency slightly below both the resonances. Dynamic response in terms of displacement looks 
like in figure 6. Although scales are poorly readable the main information to be appreciated is 
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that displacement varies dynamically in time, by achieving a certain maximum, but always 
keeping finite value, i.e. amplitude does not grow infinitely, like in a linear resonant system. 
This behavior applies, even if no damping is applied. Moreover, the monitored signal shows a 
beat, which is due to the value of the exciting frequency, fairly close to a resonance of the 
structure. The maximum displacement corresponds to 0.65 jim, while an offset in the wave 
monitored towards the top of the diagram is due to the static displacement achieved because of 
the bias voltage, corresponding to 0.11 |Lim. A similar response can be found by exciting the 
whole microsystem at 350 kHz. In this case the value is slightly above the computed linearized 
resonance frequency. Figure 7 shows that amplitude is still limited, at a maximum value of 
0.25 )j,m, less than in previous case. The two responses detected are due to the excitation fre
quency values: in both cases they are so closed to that of a resonance of the system, to generate 
a beat. The maximum value of the first is higher, since it looks almost superimposed to a reso
nance. 

5 

3 

tiMtiiii HI 
fnfilifiji jifil: 

••iiiii llfflMiiiliflnlliittiiiii 

ifflinimniHiiiij.1.11 

iiiiiitiliilli •i*w iiiiis iWiW'Piiii umm m 

t(ms) 

Figure 6. Displacement versus time, for a frequency below mechanical and electromechanical 
resonances (signal flows in time from left-side to right-side, continuously from first row to 

second one). Ranges are 0 - 0.8 ms and - 1 - 1 |im. 

Relevant result is that even for undamped system, amplitude is limited. An explanation of 
this effect can be drawn by comparing linear and nonlinear models. Linearization procedure 
shall be consequently presented in next section. Nevertheless, it can be already appreciated that 
nonlinear model and solution make available only the dynamic response in time, never in fre
quency domain, since superposition of effects does not applies. In particular for nonlinear 
analysis mechanical and electromechanical resonance is a vanishing concept, due to the par
ticular path assumed by the curve displacement versus frequency, leading either to softening or 
hardening effects, dependent on the value of displacement achieved. Finally considerations 
about dynamic instabilities are hard to be drawn, while the literature proposed several interpre
tations to verify the dynamic stability about a selected equilibrium condition, based on 
linearized models. 
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Figure 7. Displacement versus time, for a frequency above resonance (signal flowing is the 
same of above sketch). Ranges are 0 - 0.8 ms and - 1 - 1 |Lim 

2.9 Linearization of the equations of motion 

This procedure is often applied to find an analytical solution for the equations of motion, by 
usually reducing the computational time for solving, or to deal with stability analysis about a 
selected equilibrium configuration and with fi-equency domain analysis. 

In present case linearization applies to force FQ. dynamic response is assumed to be limited 
in amplitude about a selected electromechanical equilibrium condition, expressed by a set of 
fixed values of the Lagrangian coordinates, for instance: 

Electromechanical force is linearized as follows: 

(2-35) 

v^sA dh 

2 ( g o - x f dx 
(x-Xo) + — 

ov 0 

(v-Vo) 
0 

F.^- V Q ^ 

- + -- ^ ^ ( - x j ^ - 3 ^ ( v - v j 
(2-36) 

2(go - ^0Y {go -xj (go -Xof 

Sometimes in the literature voltage is constant and previous expression degenerates into: 

-(x-Xo) F„s- ^l^ vlsA 
(2-37) 

^{SQ-XJ {go-xj 

Remark 6: Electrical negative stiffness 

Above linearized expression includes three terms: a constant contribution, a dependence on 
relative displacement and one on the voltage increment. As it is usual for actively suspended 
systems, the whole formulation can be introduced into equation of motion, by splitting terms 
in: an additional and negative stiffness, on left hand, and a forcing term, on right hand: 
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(0-mx\t)-\-
V Q ^ it)- V Q ^ 

{go-^oY J {go-^of 

f f 
1 , ^0 

2 (go -^o ) 

\A 
(2-38) 

The whole operation allows appreciating that electric field applies two effects on the con
trolled structure: one always welcome, since forcing term is used to govern dynamic response 
of the microsystem, while electrical negative stiffness ke is unwanted, since it decreases the 
overall stiffness of the microactuator, consisting of (k-k^, and it is unstabilizing: 

wJc + ( ^ - ^ J j c = F^ (2-39) 

To complete the procedure, linearization is applied to the circuit equation: 

A . Ax 
sA :-\-£A-

(go-x) [go-xj 

aA 

(go-^o) 
Vn + 

VnX, 0-^0 

(go-^o) 
+ 

^ V n 

• = l 

ISAVQXQ 

"'^r(-^)-r^^(v-vo)-^ 
sA 

(x-Xo)+ 

(v-Vo)=i 

The linearized set of coupled equations of the dynamic equilibrium is therefore: 

m 

0 

0 
sA 

{go-Xo)_ 
A 

sAVn 

SAVr, 
{go-^of 

Ct/jLXn 

{go-Xof {go-Xof 
M 

(2-40) 

+ 

SAVn 

sAvn 
{go-Xof 

.{go-Xof {go-Xof 

(2-41) 

1 sAvi SAV^XQ 

^{go-Xof {go-Xof 
SAVQXQ SAVQXQ ISAVQXQXQ ISAVQXQ 

I — ; ZT + ~, rr + ~, ZT" H 
I {go-^of {go-^of {go-^of {go-^of 

It still holds the correspondence: A = v;X = v. If the following assumption applies 

XQ ^ 0;XQ = 0;AQ =0,A^=VQ^ 0;>^ = VQ = 0 , the latter can be presented as: 
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m 

0 

0 
EA 

(^o-^o). 

sAvc, 

u 

0 

• + 

aAvr, 

EAV. 

(^o-^o)^ 
0 x\ 

• + 

0 0 

1̂ 
1 sAvl fi4voXo 

2(^o-^o)^ i.g<i-xj 

(2-42) 

It can be appreciated that all the above matrices exhibit now the classic symmetric or skew-
symmetric structure of linear coupled controlled systems. The generalized damping matrix is 
skew-symmetric, since no damping is included, only the circulatory part is expressed (Inman, 
2001). In case of loop formulation a dual expression can be easily drawn. 

2.10 Solution of the linearized equations of motion 

Being focused the mechanical part of the above set of equations: 

f l^A \ ^A ( f ^ 

mx^ x{t)- k — 
vleA 

At)-
V^EA 

{sQ-^of) iso-Xa) 
v ( / ) - i • + 

2 (^o-^o) / y 

solution can be drawn preliminarily for the free motion: 

mx\t)+ 
vlsA 

{go H) J 
c{t) = 0 

(2-43) 

(2-44) 

This case corresponds in practice to a tunable spring, whose stiffness is calibrated by 
means of a constant applied voltage VQ. Linearization allows computing the frequency of reso
nance of the electromechanical coupled system: 

£AV(, 

In In In m 

(2-45) 

m 
It is an analytical expression, constant for a given voltage VQ, decreasing with voltage and it 

is lower than the pure mechanical resonance: 

/o 
(Oc^ 1 
In 2n \ m 

Solution in terms of displacement is: 

x{t) = X^ sin(^^/)-f X2 cod^co^t) 

where amplitudes X\ and X2 are computed according to the boundary conditions. 
Forced vibration can be predicted by solving the linearized equation: 

(2-46) 

(2-47) 
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it)-mx\t)+ x{t) = - ^ " ^ v(0-i 
1 
— + 2 ( g o - ^ o ) (gfl-^o) 

In particular, a possible expression for the imposed variable voltage is: 

v{t) = VQ + Av{t) = VQ + AVsm{cOyt) 

leading to: 

JJ 

mx x{t)+ 
vlsA ( , ) ^ J ^ 

{go-^Jj {go-^of 
Av(0+Vo 

1 

2 (go -^o) . 

(2-48) 

(2-49) 

(2-50) 

where: VQ is the bias voltage (or static component), Av(^) the dynamic component of voltage 

(variable), AF is the amplitude of the dynamic component, cOy corresponds to the excitation 

frequency. 
Solution can be written as sum of the previous free motion and of the current forced term: 

x{t) = Xj sin(^^/) + ^ 2 cos{coj)+ J^^ sm{o}yt) + -^ 
0)^ -COy co^ 

¥x ^̂ ^ -^v 
^{go-^of 

¥2 
VQ SA 

(2-51) 

2m(go-Xo)^ 

Symbols cOy, co^ are related to the voltage command and the system response, respectively. 

2.11 Numerical results for the linearized and undamped capacitive microactuator 

The equation solved is: 

x{t)-mx\t]-\-
v^sA (,)_Jio^^ 

{gQ-^of J {g^-^J 
v{t)-v. 

1 
- + 2 Uo-^o) 

^ 
(2-52) 

while test case parameters, as in nonlinear solution, are: m=9.43710"'^ )Lig; ^4 .89 N/m; v4=810 
^m^; go=2.2|am; £=8.854-10'^^; initial conditions x(0)=0, dx/d^(0)=0; excitation v=23±0.23 
V (sinusoidal), with pull-in voltage equal to VPULL-IN=46.4 V. 

If displacement is plotted against time, at resonance, for an excitation occurring at 349 kHz, 
in this case it can be appreciated a continuously growing up amplitude, typical of resonance 
phenomenon (figure 8). 

By converse, if frequency is set at 350 kHz, i.e. very closed to resonance, but sHghtly out of 
it, evolution in time looks like in figure 9. Amplitude is limited, a beat confirms that exciting 
and resonance frequencies are very close. 
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I t (ms) 
032 033 0 34 035 036 

Figure 8. Displacement versus time, for linear solution, at resonance. Signal flows from left
side to right-side, from top to bottom. Ranges: 0 -0 .5 ms, - 1 - 1 |im. 

I I i i i l i ; | l |M 
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0,62 0.63 0.64 0.66 0.66 I ' i s 0.81 0.82 0.83 

t(ms) 

Figure 9. Displacement versus time, for linear solution, slightly above resonance. Ranges: 0 -
0.9 ms, - 1 - 1 |Lim. 



www.manaraa.com

Dynamics of Mechatronic Systems at Microscale 75 

3 
H 

tints) 

Figure 10. Displacement versus time, for linear solution, slightly below resonance. Ranges: 0 
- 0.4 ms, -0.2 - 0.4 fim. 

The expected maximum displacement is now 0.66 |Ltm, instead of infinite, as at resonance. If a 
new value of exciting frequency is investigated, i.e. 335 kHz, fairly out of resonance, although 
not so far, result becomes like in figure 10. Beat phenomenon is still present, maximum amplitude 
is far less, being 0.2 |Lim. 

3 Numerical and experimental characterization of dynamic be
havior of micromechatronic systems 

Previous sections proposed, very quickly, a systematic approach to formulate and solve elec-
tromechanically coupled problems at microscale. Numerical investigations have been focused on 
the solution of nonlinear and linearized models, currently discussed and tested in the literature for 
the design of the whole microsystems. Moreover the difference between a passively coupled 
microstructure, fluctuating into an electric field and an actively controlled device, under variable 
voltage or charge has been stressed out. 

A preliminary comment to the obtained numerical results, is that linearized models allow 
computing a resonance of the microsystem, which is a vanishing concept for nonlinear equations. 
This resonance does not correspond to an actual behavior of the system, since a fast growing up 
of amplitude of the displacement is appreciated, on the nonlinear solution too, but is limited, 
never infinite, even if system is undamped. Nevertheless the detected value allows identifying at 
least a critical range of frequency, for which the amplitude of the dynamic response may be lar
ger. 

According to the previous aspect, linear solution allows characterizing the dynamic behav
ior in terms of the so-called "frequency shifting curve", often proposed in the literature. 
Actually, in case of nonlinear actuator characterization, the above curve is not sufficient to 
completely describe the investigated behavior. In next sections two effects dominant nonlinear 
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behavior, briefly referred to as "softening" and "jumping" will be introduced to compare linear 
and nonlinear models predictions and to propose some criteria for an experimental characteri
zation of the whole microsystems. 

3.1 Frequency shifting curve computed by linearized model 

The expression of the electromechanical resonance, above mentioned, is used for a charac
terization of the dynamic behavior of MEMs, by means of the curve frequency versus voltage, 
interpreted as constant value. Figure 1 la shows a non-dimensional representation, for which: 

^0 V ^ ^PULL-IN 

(3-1) 

frequency is compared to the frequency of the mechanical system, without applied voltage, 
while voltage is compared to the pull-in value. Shifting phenomenon is mainly due to the bias 
component of voltage and is the relevant effect, affecting the dynamic behavior of microbeam 
under electrostatic load. In case of controlled microsystem, a second dominant effect is due to 
the variable part of voltage. 

3.2 Frequency response of nonlinear model, with softening and jumping phenomena 

To check the role of the variable part of voltage, a numerical test can be performed on a 
microactuator with: m=3.505-10"^ |ag; yN4.89 N/m; ^=810 jim^; go=2.2|Lim; £=8.854-10"^l The 
maximum displacement of the nonlinear solution of forced vibration is computed as function 
of the dynamic component of voltage A V and of the excitation frequency, for a given bias 
voltage, for instance equal to the 50% of pull-in. The result is depicted in figure 1 lb. 

It can be realized that the aspect of the frequency is fairly different from that of linear case: 
nonlinear one exhibit a curved "backbone" instead of a straight vertical asymptote in correspon
dence to a fixed resonance. The effect is larger for higher values of A F . 

i30 535 540 545 550 555 5G0 565 570 575 580 

Excitation frequency (kHz) 

Figure 11. (a) So-called "frequency shifting curve" and (b) frequency curves for nonlinear 
electrostatic microactuator, for different values of voltage (dynamically variable contribution). 
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Two situations are compared in figure 12: the expected curve for linear response and the cor
responding path for nonlinear behavior. The latter shows an apparent decreasing of the overall 
stiffiiess of the microsystem, for increasing displacement: it is usually referred to as softening, to 
be distinguished fi-om an opposite hardening, producing a curved backbone on the right side of 
the diagram. This effect motivates the differences detected in previous sections, concerning re
sponses depicted in figures 6-10. 

Moreover solution of the equations of motion, in nonlinear models do not have continuous 
path in frequency diagram: as figure 13 shows if excitation fi-equency is gradually increased re
sponse amplitude can be found initially on path A-B, then solution jumps on the second plotted 
curve at C, by following this one up to point D. By converse if frequency is decreased from D, 
solution will follow curve D-C-E, then it will jump down on path B-A, at point F. The latter phe
nomenon is referred to as jumping phenomenon, in amplitude prediction. 

Infinite amplitude 
I for undamped 

system 

asymptote 

frequency 

Figure 12. Comparison between linear and nonlinear dynamic responses in frequency domain. 

Max 
Amplitode 

Softening system 

Voltage 
Frequency 

°'530 535 540 545 550 555 560 565 570 575 580 

Excitation frequency (kHz) 

Figure 13. Jumping in nonlinear dynamic response. 
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Discontinuity in amplitude values, with respect of frequency, is effect of the combination 
of the whole softening and jumping phenomena, typical of nonlinear systems, never of unsta
ble dynamic behavior. 

Above discussion suggests to include in dynamic characterization more than the proposed 
frequency shifting effect, useful for a rough interpretation of the bias voltage on dynamic re
sponse of MEMS, a detailed analysis of nonlinear behavior, to evaluate the location in 
frequency of the jump on the whole diagram and the effect of softening on the amplitude of the 
dynamic response. 

4 Final remarks 

All comments expressed for a discrete microsystem, with two electromechanical degrees of 
freedom, may be extended to multi-d.o.f systems. In particular equations of motion of the 
coupled electromechanical system can be derived by means of the Lagrangian approach, as 
well; linearization procedure is applied to make possible the above mentioned list of operations 
(stability analysis, frequency domain, ...); the solution of linearized equations of motion be
comes an eigenproblem, in which eigenvalues give the frequency of the mechanical, electrical 
and electromechanical mode shapes, being eigenvectors. 

A key feature of the multi d.o.f's modelling is the model order reduction of the d.o.f's to 
reduce the size of the problem, according to Guyan or Component mode synthesis 
(Genta,2000), but they are only applicable in case of linear systems, where matrices of stiff
ness, damping, mass are constant. As well as in case of pure mechanical system model order 
reduction may introduce approximation in dynamic analysis, when inertial terms of the slave 
d.o.f's are neglected. 

Particularly difficult is modeling damping phenomena affecting dynamic behaviour at mi-
croscale. Several typologies of damping are present. Structural and thermoelastic damping are 
subject of research activity as well as squeezed-film damping. Previously proposed models are 
therefore coupled to fluidic effects to investigate, either through Reynold's or Navier-Stoke's 
equations, the triple coupling among structural, fluidic and electric behaviors. As relevant 
result the latter activity demonstrates that a superposition of effects, never strictly linear, modi
fies some general aspects of the dynamic behavior of the whole microsystem. Softening 
response in electromechanical coupling, for instance, may look hardening in present of fluidic 
interaction. 

The latter aspects draw current beachmarks in modeling and understanding micromecha-
tronic systems for a consistent design activity. 
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Abstract. Electrostatic actuated flexible structure are frequently encountered in 
microsystems. The behaviour of these devices is characterized by electromechanical 
coupling, due to the mutual interaction between the electrostatic field and the deflection of 
the structure. A common case, frequently analyzed in the literature, is that of cantilever 
beam loaded electrostatically; in this case different analytical approaches based on a strong 
simpHfication of the elctromechanical model are available. If a more accurate analysis has 
to be performed, methods based on numerical techniques have to be preferred. In this case 
possible approaches are: lumped models, methods based on a Newton's non-linear solution 
scheme, sequential field coupling algorithms. 

1 Introduction 
Very often microdevices are made of flexible continuum structures whose motion is obtained by 
applying a distributed electrostatic load (Madou, 2002); common cases are those of cantilever and 
double clamped beam and plate, circular diaphragm, etc. In these cases the problem is non-linear 
due to the electromechanical coupling caused by the mutual interaction between the electrostatic 
field and the deflection of the structure. 

In the following, the case of a cantilever beam loaded electrostatically will be considered; in 
fact this configuration is very common in microsystem design, therefore several solution 
approaches have been proposed in the literature. 

2 Cantilever Microbeam under Electrostatic Loads: Analytical 
Solutions 

Figure 1 shows the considered case: a beam of length /, thickness t and width w is clamped at one 
end and fi*ee at tip; an electric potential is applied between the beam and a fixed ground put at an 
initial distance go. The beam and the ground are made or coated (dotted line) with a conducting 
material. 

If a plane model is considered, the force per unit length p^ applied at the lower surface of 
the beam can be approximated by the following expression : 

2(go-vW) 
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This corresponds to mimic the electrical domain with infinite plane parallel capacitors; 
obviously this approximation holds only in the case of small deflections, moreover forces in 
the upper surface of the beam and concentrated actions at the tip are not taken into account. 

/ 
K H 

! • • • » 

^ 

go 0 
Figure 1. Electrostatically actuated microbeam. 

An analytical solution of the previous equation is not available; according to Choi and 
Lovell (1997), in the case of small deflections, it could be useful to consider the Taylor 
expansion of the expression of the electrostatic load/7e' 

^K^ _L 2v 
So So 

,+-j + .... (2-2) 

If only the first term is considered, which corresponds to assume the electrostatic load as 
constant, it results: 

••^K^ 
P̂ 

V^oy 
(2-3) 

The governing equation of equilibrium can be expressed as:: 

dS;__l_ jl-xf (2-4) 

and integrating twice: 

dx EJ 

x' ,x' 
x + / — 

ri2 

' ' EJ 
I' 2 X , „ 

X + I — 
4 24 6 

3 \ 

+ C,x + C., (2-5) 
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By imposing the boundary conditions: 

dv(0) 

dx 
= 0 v(0) = 0 ^ C i = C 2 = 0 (2-6) 

The final expression of the beam deflected shape is: 

v = _ P ^ ( ; c ^ - 4 x ^ / + 6x^/^) =>v = \ v , ' ^ ^ { x ' - 4 x ' l + 6x'l') (2-7) 
24EJ ^ ' 4 Eglt^ ^ 

as : Pe 2 "̂ O 

f 1 ^ 

Vslj 
J = (2-8) 

The maximum deflection, i.e. deflection at the tip {x=l), is: 

3 ^l' . 2 

4 %o< 
2 ^ 3 '^O (2-9) 

If the linear term of the Taylor expansion of the electrostatic load expression is retained: 

r 1 2v 

V60 60 J 
(2-10) 

the solution can be obtained if the following equilibrium equation is considered: 

d V 1 d V £w ( 

dx" EJ^' dx ' 2EJ ' 

1 2v 

v̂̂ o So J 
(2-11) 

That can be written: 

d % 

dx" 
- A v = B (2-12) 

where: 

J/2 r̂ 2 
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Introducing a = V A it results the differential equation: 

d \ 4 

dbc ' 
- a V = B 

whose the general solution is: 

V = C[ sin ax + Cj cos ox + C3 sinh ax + C^ cosh OX-VQ 

with: 
A 2 

By imposing the boundary conditions: 

X = 0; V = 0 

x = 0; ^ = 0 
dx 

x = l; 

x-h 

= 0 ( M = 0 ) ' 

= 0 (r = o) 

The following linear system is obtained: 

0 1 0 1 " 

1 0 1 0 

-sin a/ -cos a/ + sinh a/ + cosh a/ 

-cos a/ +sina/ + cosh a/ + sinh a/ 

\cA 

< 
C3 

kJ 
> = < 

0 
> 

0 
0 

(2-13) 

(2-14) 

(2-15) 

(2-16) 

with solution (MATLAB Symbolic ): 

c,=-g. 

sinh al cos a/ + sin al cosh a/ 

4(1 +cosh ^/cos <3/) 

1 - sinh al sin a/ + cos al cosh a/ 

4(1 +cosh a/cos flf/) 

sinh al cos a/ + sin al cosh a/ 

Q=^o 

4(1 + cosh a/ cos al) 

1 + sinh al sin a/ + cos al cosh a/ 

4(1 + cosh al cos a/) 

(2-17) 
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Pull-in instability occurs when: 1 + cosh al COS al = 0 . 

It results: al = 1.8751 > v ^ — - / ' = 12.36 
EJgl 

(2-18) 

(2-19) 

3 _ 3 

In conclusion: pull-in 
(2-20) 

An alternative approach is proposed in Serraute et al. (1999) where an approximated 
solution of the equilibrium equation is proposed. The procedure is summarized in the 
following. 

When a voltage VQ is applied between the beam and the electrode, the beam is not 
deformed: the electrostatic pressure can thus initially be considered constant and equal topeo-

The beam will become deformed under the action of this constant pressure and the equation 
of the beam deformed shape can be written as: 

/^eO (2-21) 

where: 
yeO ^ 2 0 

2 go 

k(x)--
24EJ 

k(x)-
lEfw 

[x'-Ax'l + 6x'P)^ \x'-Ax'I+ 6x^1') 
(2-22) 

The electrostatic pressure is then no longer constant: its expression depends on the x-
abscissa: 

ws PcO 

go 

\2 

The deflection due to this non-constant pressure can be approached by: 

(2-23) 

P,o I ' lW^^TTT^^ v , ( x ) = -

k(x) 
go 

(2-24) 
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Similarly: V^ix): Pc2 

k(x) 
(2-25) 

as: 
1 W£ 

Pel ~ ^ , t \\2 '^ ~ 
PeO 

1 - V,(^) 

^0 , 

(2-26) 

it follows: v^{x) = - /'eO 

\ _ v ^ ' k{x)\ 
g 0 y 

(2-27) 

In conclusion: 

Vn+lW^ 
Pe(a+ •(n+1) PeO 

kix) 
k(x)\ 

v„.iW = -
VoW 

So . 

(2-28) 

If the solution is convergent, v is solution of: 

v ' - 2 g o v ' + g > - g > o - 0 (2-29) 

According to Cardano's rule, if the polynomial determinant is negative: 

4 4 
(2-30) 

three different and real solutions exit and the following trigonometric expressions hold: 

r 
v, = 3 « , 1 + COS 

1 r 
•arccos ^ Z L _ I 

2 g 

w 

0 JJJ 

f 
Vi=-go 1 + COS 

2 
V3 = 3 ^ 0 1 + COS 

1 
— arccosi 
3 

1 r 
— arccos 
3 V 

2 go y 

^ 2 ^^ 
-I- —jr 

3 
(2-31) 

2 g 0 y 

^ 4 ^^ 

3 
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The pull-in voltage is obtained putting: /)(/) = VQ g^ = 0 

, , , 4 1 ^ , . 1 4 I s , . ( / ' - 4 / ' + 6 / ' ) 4 
Vo(/) = — g o = ^ - - T ^ o ' T 7 T 7 = : ^ ^ o ^ - - T ^ o ' ^ ^ ITTi ^ = — g o (2-32) 

27 2 g ^ k(l) 27 2 g ^ 2£'/ 27 

Finally, the expression: 
pull-in 

4 

9/^ 
go^^^^ (2-33) 

is obtained occurring for a tip displacement: V p . = - g o - (2-34) 

In Figure 2 and 3 the deflected shape of the beam is shown for the three proposed methods. 
If the applied voltage is relatively low (see Figure 2), therefore producing a limited deflection, 
the agreement between the three methods is good; on the other hand, in the case of voltages 
quite close to pull-in (see Figure 3), the three deflection curves differ each other significantly. 
It has to be noticed that different values of normalized voltage V/Vp^\un can be obtained, 
depending from the expression of the pull-in voltage proposed. In particular the value obtained 
in Serraute (1999) and that suggested in Osterberg (1997) were considered. 

0.04 

0.03 
V 

0.02 

0.01 

Serraute (1999) 
. . Taylor exp.JGonst. terpa j ^ ^ 
.;.., Taylor exp. :const+ litiear term ^ ^ 

V ^ 
-==0.49 (Serraute) 

pull-in 

V 

pull-in 

= 0.41 (Osterberg 

0 0.2 0.4 jc 0.6 

J 
Figure 2. Deflected microbeam shape: medium actuation voltages. 
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— • Taylor exp.:eonst. term 

Taylor expansion: 
const+ linear term 

pull-in 

= 0.84 (Serraute) 

= 0.70 (Osterbergl 

0.2 0.4 0.6 X 0.8 

Figure 3. Microbeam deflected shape: high actuation vohages. 

1 

2.1 Pull-in Evaluation 

In the case of microdevices based on electrostatically actuated structures, the study of pull-in 
instability is necessary to determine the safe operating range, in terms of applied voltage, of an 
electrostatically actuated device. Collapse of its movable parts against the counter-electrode 
could cause malfunctioning or even damage. In fact, adhesion forces are in general strong 
enough to prevent positioning the device to the original configuration, moreover the electrical 
contact can produce high current and, due to Joule effect, local melting of the microstructure. 

Sometimes pull-in phenomenon is used for the actuation itself; that is the case of 
deformable mirror device (DMD) for projection display developed by Texas Instruments 
(Senturia, 2001) and of RF switch devices (Nguyen, 2000). Measurement of pull-in voltage 
can be also used for an indirect experimental evaluation of Young's modulus and residual 
stresses in micromachined devices (Gupta, 1997). 

The pull-in for deformable structure is studied in Osterberg et al.(1997), where a closed-
form solution for the case of cantilever beams, double clamped beams and clamped circular 
diaphragms is proposed. The expression for the cantilever beam can be obtained considering 
the case called "bending dominated". The following expression is therefore obtained: 

0.28^^'go' 
pull-in I f 

\sl' 1 + 0.42 ^ 0 
(2-35) 
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The procedure to justify this expression is summarized in the following. It has been shown 
that in the case of a "single" degree of freedom system: 

pull-in 27 sA 
(2-36) 

An equivalent lumped model of the cantilever microbeam can be obtained considering a 
parallel plate capacitor of area A=lw equal to the beam lower surface with an initial gap go 
equal to the microbeam undeformed spacing and a spring element of stifftiess ke^ obtained 
considering the ratio between a uniform pressure load acting on the microbeam and the 
corresponding tip deflection: 

pj 2 t'EA 
^eff V 3 r 

max 

(2-37) 

as : p = — V' 
/" 1 A 

V^o y 

Ipf ipj' 
8 EJ 2Efw 

(2-38) 

Therefore, pull-in voltage will be: 

8 slKff _ L^^got'E = J0.20^^ (2-39) 
"""-" V27 fi4 T'~" si' 

Comparing the obtained expression with the expression proposed in Osterberg et al.(1997): 

pull-in 
0.2SgyE 

'f/1 1 + 0 .42^ 
w J 

= 0.5292 
1 glt'E 

1 + 0.42 go el 

w 

(2-40) 

it can be noticed that a correction term: 
1.4 

1 + 0.42 ^ 0 

w 

is added to take into account that êff evaluation was roughly approximated (upper term) and 
fringing field effect were not considered (lower term). This correction terms were obtained 
from numerical calculations. In the case of double clamped beam and of circular diaphragm a 
similar procedure was followed. 
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In case of a cantilever beam, tip displacement for which pull-in occurs can be obtained 
simply substituting the Fpuu.in expression in the expression of the tip displacement of the beam 
undergoing a uniform electrostatic pressure load: 

3 sV 
pull-in 

4^go/ 
2 ,3 pull-in 

4^goV 
0.28 

3 . 3 ^ 
go' 

d' 
1 

1 + 0.42 go 

w 

= 0.21go- 1 

1 + 0 . 4 2 ^ 
w 
(2-41) 

in the plane configuration (without fringing effects): Vpuii-in=0.21go 
This result does not agree with the numerical results obtained by Cheng et al. (2004) 

showing, for different beam geometry a pull-in always occurring for: Vpuii.in=(0.45-0.47)go 
In Table 1 expressions of pull-in voltages and of tip displacement at which pull-in occurs 

are presented for the proposed methods. In particular it can be noticed that only a moderate 
agreement between the values of pull-in voltage exists; on the other hand the values of 
displacements at which pull-in occurs proposed by the different methods are highly scattered 
suggesting a numerical approach to find a more accurate result. Among the analytical methods 
only the approach proposed in Serraute et al. (1999) permits either pull-in voltage and tip 
displacement value at which pull-in occurs, to be evaluated. A lack of experimental results is 
observed in literature. From this point of view it must be pointed out that evaluation of pull-in 
voltage is relatively easy to be determined, on the other hand, evaluation of tip displacement at 
pull-in generally requires quite sophisticated optical profilometry techniques. 

Table 1. Pull-in of a cantilever microbeam: comparison between different methods. 

Pull-in voltage Tip displacement at pull-in 

Single 
degree of 
freedom 

pull-in A M =0.5443 ,^ 
21 sA \ EA 

pull-in 0.33go 

Osterberg 
(1997) ^'H.-..=f28^=''-5292J^ Vpull-in=0-21go 

Taylor exp. 
(const.+ 
linear) 

WE 
pull-in 

sV 
Serraute 
(1999) pull-in 0.20^^-0.4472,'^°^'^ 

sV sV 
Vn-in=0-15go 

Cheng(2004) Vp„,M„-(0.45^0.47)go 



www.manaraa.com

Continuum Microstructures Loaded Electrostatically 91 

3 Cantilever Mierobeam under Electrostatic Loads: Numerical 
Methods 

If a more accurate analysis has to be performed, a numerical approach has to be preferred. 
Different approaches are available in literature: methods with reduced order model, methods 
based on a Newton scheme, sequential field coupling approach. 

3.1 Methods with Reduced Order Model (Lumped Parameter) 

This approach was firstly suggested by Artz et al. (1992) and is based on single degree of 
fi"eedom non-linear elements which are position dependent (see Fig. 4), following the relation: 

F = 
[g.-vf 

(3-1) 

This corresponds to approximate electrostatic loads as a series of nearly parallel plate 
capacitor. The great advantage of this approach is that the user subroutine capability of 
commercially available non-linear "macro" mechanical FEM codes can be used. The method 
has been proposed to evaluate centre displacement of a 5mm x 5mm square diaphragm, 0.14 
mm thick, with a gap of 5 \xm. 

Figure 4. Reduced order model. 
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A similar approach was proposed in Gymesi (1999) where a 2 node FEM element 
characterized by two degrees of freedom per node, one electrical (voltage) and one mechanical 
(displacement) was developed. In this case the computational time is improved by referring to 
a so called "direct" formulation. 

Beam section 

(PhUTTA 
go 

77777777 
Fixed armature 

"ART 
APR Ze 2004 

22.222 66.e67 

Figure 5. Capacitance mapping. 

In practice, preliminary electrostatic analysis at different nodal displacements v has to be 
performed, in order to achieve a discrete mapping of the capacitance C(v) of the system. As 
shown in Figure 5, this is generally obtained considering an electrical model of the beam 
section at different distance from the ground. 

c 

dC(v) 

dv 
V = V / ^ ^ ^ ^ 

V; 

Figure 6. Capacitance and its derivative versus gap variation. 

The curve C(v) can therefore be obtained by interpolation (Figure 6), a subsequent 
derivation permits the electrostatic load vector to be obtained: 

F, = 
1 dC(v) 
2 dv 

(3-2) 
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The relationship F(v) can thus be determined. If the governing equations are considered: 

[k] [0] 1J{v}l j{F(v)}\ 
[[0] [cwiMri te} J (3-3) 

it follows that the structural analysis can be performed "directly" solving the first set of non
linear equations. The procedure is obviously profitable only if few preliminary capacitance 
evaluations have to be performed. This means that: 

- the capacitance-displacement relationship must be the same for all the elements, i.e. 

Ci(x) = C2(x)=...= Cn(x) (3-4) 

- the final displacement must be small, i.e. the applied voltage is small, since the 
capacitance-displacement relationship can be defined in few steps. 

Finally it has to be enhanced that the procedure is approximated as the 3D physical domain 
of the electrostatic problem is modelled with ID elements, therefore neglecting the orthogonal 
components of the force; on the other hand, the procedure permits fringing field effect on beam 
side beam to be considered. 

3.2 Newton Scheme 

As shown before, the general problem can be described by the following non-linear system of 
equations: 

fe] [t j [0] [0] " 
[K] K] [o] [0] 
[o] [o] [c„K)] [c»("i.)] 
[0] [0] [C«("J] [C«,(«J] Ml 

{0} 1 

{0} 

fc] h ] [0] [0] • 
[K] k ] [0] [0] 
[0] [0] [CM)] [QK)] 
[0] [o] [cj«.)] [c.,("Jl 

fkll 

Km 

{0} 1 
{F,(ri,K)} 

{0} 
iQ) . 

(3-5) 

^ = 0: 

F({x)) = 0 

where {X} is the vector of all the unknowns. The system F(x)=0 can be solved following a 
Newton Raphson iterative scheme: 
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kJ={xJ+{AxJ (3-6) 

where Ax̂ ^ can be obtained solving the following system of linear equations: 

[j(xj]{Ax„} = -FixJ (3-7) 

The approach could be tedious as the Jacobian J(Xn) has to be evaluated at each iteration; to 
avoid this, different procedures based on conjugate gradient methods are proposed in Cai 
(1993) and in Gugliotta (2000). Following these approaches, the solution of the linear system: 

[j{xj]{AxJ = -FixJ (3-8) 

is performed in an approximated way, as it is substituted by the non-exact condition: 

\MM)]{pnF({x,})\\<rj\\F({x,})\\ (with: 0</7<l) (3-9) 

The problem is then solved by means of multidimensional minimization methods (OCR 
(generalized conjugate residual) and BiCGStab (biconjugate gradient stabilized)) based on 
conjugate gradient methods. The general philosophy is that the minimization algorithm tries 
various directions {p} until the previous equation is satisfied. 
As the "direction" is imposed iteratively, explicit computation of the Jacobian [/({x})] is never 
needed, it is sufficient to approximate the product [-^({x})]{/?}, through finite difference 
directional derivative: 

[4,,))]{^,,MW±^W)bMkl)) ,3.,o) 
a 

It appears that each finite difference directional derivative requires F({Xn}) to be evaluated, 
that is a solution of the electrical and of the mechanical problems. 

Once {p*} vector is determined, this becomes the actual n-th solution according to: 

{AxJ=X{p*} (3-11) 

The values of a, TJ, X are determined following suitable algorithms. 
In Cai (1993) the GCR scheme was adopted performing a FEM discretisation of the 

mechanical domain and a BEM discretisation of the electrical domain. Tests on 3D structures 
show that the proposed algorithm is faster and more robust then the simpler relaxation scheme. 
A special code CoSolve-EM (now in: Coventor Ware) was developed and commercialized. 

In Gugliotta (2000) a BiCGStab scheme was adopted performing a FEM discretisation of 
the mechanical domain and of the electrical domain. Macros have been elaborated in the 
ANSYS™ parametric design language (APDL) in order to implement the algorithms. 
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3.3 Sequential Field Coupling 

It is a widely used iterative approach which is based on a progressive updating of the 
electrostatic forces acting on the microbeam, that are corrected as the electrical field is 
recalculated as function of the beam deflection. The procedure is illustrated in the following, 
considering the numerical values presented in Figure 7. 

Sez. AA 

w 

1=100 [im 
^=166 000MPa 

v-0.23 
g=50 |Lim 
h=OA \xm 
w=lO um 

Figure 7. Cantilever microbeam under electrostatic loads. 

As Figure 8 shows, the problem is characterized by two domains: a mechanical domain 
defined by the boundary 1243 and an electrical domain defined by a semi-infinite plane; the 
voltage is applied at the whole boundary of the microbeam. Referring to a 2D FEM modeling, 
the electrical domain can be described by means of triangular elements, whereas the mechanical 
domain can be modeled by means of beam elements (see Figure 9). It must be noticed that, in 
consideration of the relatively simple geometry of the mechanical part, few beam elements of 
equal dimensions will be sufficient for an accurate description of the mechanical behavior. On 
the other end, in the case of the electrical domain, a wide number of elements will be required, 
in particular in proximity of the beam tip where a very fine mesh will be necessary in order to 
correctly evaluate fi'inging effects. 

A Towards infinite 

Mechanical 
domain 

Electrical domain 

Towards infinite 

'V=0 

Figure 8. Physical domains of the problem. 
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Figure 9. Mesh of the mechanical and of the electrical (close up view) domains. 

Firstly, an electrical analysis is performed, considering the applied voltage VQ and the 
undeformed shape of the beam. Figure 10 shows the result obtained for Po=600 V. 

Potential 
350 

300 

0 100 200 300 400 

Figure 10 Electrical solution at the first iteration: voltage distribution. 

When the potential is determined in the whole domain, the vertical and horizontal 
components of the electrical field can be evaluated (see Fig. 11) according to the following 
expression: 

'dN~ 

H = 
\E,{x,y)\ 

dx 
dN_ 

.Sy. 

{v}j=[B{x,ym (3-12) 
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Figure 11 Electrical field components Ey^ (a) and Ey(b). 

To evaluate the electrostatic loads, at first Maxwell stresses [crj are computed at each 

boundary element. For they-th element: 

H=.((£U£}/-i{£}/{4M) (3-13) 
The forces acting at the interface nodes b can then be computed as: JF^^ } = L< Ĵ{̂ |̂ *S'̂  

where: [nj is the surface normal unit vector. Figure 12 shows horizontal and vertical 

component of the distributed electrostatic load. 

y 

Figure 12. Vertical (a) and horizontal electrostatic force components Fy and Fx and close up view (b) of 
distribution close to beam tip. 
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It can be noticed that, as expected, the vertical component is dominant, whereas the 
horizontal component is non null only in proximity of the tip, due to fringing effects. The 
vertical component resultant is 0.072 |LIN, corresponding to a distributed vertical load varying 
from 0.7 to 3 N/m. The computed forces were then applied to the nodes of the beam elements, 
as represented in Figure 13 a; it must be enhanced that at each beam node only the resultant of 
the upper and lower electrostatic forces was applied. A subsequent mechanical analysis permits 
the beam deflection to be evaluated (Fig. 13b); in this case, at the first iteration, a tip vertical 
displacement of 11.45 |im was obtained. 

(a) (b) 

Figure 13. First iteration: electrostatic loads acting on the beam (a) and beam deflection (b). 

At this point a second iteration starts: as the electrical domain is changed, due to the 
deflection of the microbeam, a second mesh has to be built (see Figure 14). 

350 f 

300 

250 

0 50 100 150 200 250 300 350 

Figure 14. Second iteration: new electrostatic mesh. 
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The described procedure is repeated iteratively. From the electrical analysis, the voltage 
and the electrical fields components are evaluated, thus permitting the electrostatic Maxwell 
forces to be computed. The resultant forces are then applied at the beam nodes in the 
undeflected shape position: for instance in the second iteration, a value of vertical resultant of 
0.0773 jLiN was obtained. Finally an updated beam deflection is evaluated: at the second 
iteration, a beam tip vertical deflection of 13.44 jim is obtained. An increment of about 15% 
with respect to first iteration was noticed. Further iterations are then performed unless the 
required tolerance is obtained, i.e. until the variation of the beam deflection is smaller than a 
certain value. Generally the algorithm converges quite rapidly. Obviously, the convergence 
depends on values of the applied voltage. Figure 15 shows the beam tip displacement versus 
number of iterations respectively for the case of F=600 V and F=500 V. It can be shown that 
in the first case the solution become stable after 10 iterations, whereas in the second case this 
occurs only after 6 iterations. 
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Figure 15. Beam tip displacement versus number of iterations. 

Even if the solution is achieved in a rather limited number of iterations, the computational 
time could be relevant; in fact at each iteration a mechanical and electrical analysis have to be 
performed; moreover at each step a new mesh of the electrical domain is required. This aspect is 
probably the most significant fi-om the point of view of the computational time. In order to speed 
up the convergence, a morphing techniques can be applied: mesh keeps its topology, that is the 
same number of nodes and elements, but it is deformed accordingly the deflected beam contour. 
Different approaches are available in literature (Gugliotta, 2001 and Gimnesy (1999). 
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Abstract This chapter is devoted to the design of electro-thermal micro-actuators 
with capacitive position feedback. Analytical and finite element solutions of the 
electro-thermal and thermo-elastic problems are presented. A separate section is 
devoted to the challenging problem of displacement determination using charge 
sensitive amplifiers for high-precision capacitance measurements. These are illus
trated with examples of electronic measurement circuits tested by the authors. 

1 Introduction 

Capacitive readout is one of the most widely used sensing modalities in MEMS appli
cations due to its simplicity and ease of implementation. It is particularly well suited 
for surface-micromachined MEMS, where capacitances between moving structures are 
measured. Capacitive sensing is used in commercially available accelerometers (e.g., 
ADXL103 by Analog Devices and LIS3L02AQ by ST Microelectronics) and has been 
utilized to provide force (Enikov and Nelson, 2000) and position feedback for a variety 
of microsystems. The miniaturization of precision mechanical stages is very important 
in emerging applications such as ultra-compact atomic force microscopes, self-contained 
fiber optic aligners (Haake, 1997), and optical micro systems (Tuantranont et al., 2000). 
A basic structure used for in-plane translational measurements is the comb-sensor shown 
in Figure 1. The two sets of conductive fingers form a variable capacitor using air as a di
electric. In the configuration shown in Figure 1, the structure measures the displacement 
along the direction of the fingers and the finger-to-finger separation is equal. If the deflec
tion in the perpendicular direction is of interest, a nonsymmetrical finger configuration is 
employed. Recently, Chu and Gianchandani (2003) demonstrated a precision integrated 
positioner for scanning microscopy. The device they developed utilizes V-beam thermal 
actuators and a capacitive feedback and was fabricated via deep reactive ion etching 
using Silicon-On-Insulator (SOI) wafers. A similar device fabricated using single-mask 
UV photolithography and an inexpensive nickel electroplating step (Enikov and Lazarov, 
2003) is shown in Figure 2. This device, developed at the Advanced Microsystems Lab
oratory at the University of Arizona, integrates a folded-beam thermal actuator (Guckel 
et al., 1992; Enikov et al., 2004; Lazarov, 2004) and a movable mechanical frame coupled 
to a capacitive comb sensor. When current is run through the folded-beam thermal ac
tuator, the different cross sections of the actuator arms result in different average beam 
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Figure 1. Comb structure for capacitive position sensing. 

Figure 2. Thermal micro-actuator with integrated position sensor. 

temperatures. The thin arm of the actuator is heated to a higher temperature, and the 
differential expansion of the beams deflects the actuator tip. The thermal actuator is 
very rugged and has a low CMOS compatible supply voltage, but suffers from long-term 
performance drift caused by the cyclic heating. The addition of the capacitive comb 
sensor allows closed-loop position control and eliminates the displacement uncertainty. 
The advantages of this device are the simplicity and low cost of the fabrication process, 
which has been successfully demonstrated on regular printed circuit boards (Enikov and 
Lazarov, 2003). Since the electrical readout design is an integral part of MEMS devel-
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opment, the rest of the chapter is focused on the development of simple, high-resolution 
modular electronics for capacitive sensing. 

2 Mechanical and Thermal Analysis 

The geometry of a common micro-actuator is shown in Figure 3. There are two types 
of actuators: thermal bimbrphs, in which two different thermal expansion coefficient 
materials are used, and homogeneous actuators, in which a temperature difference is set 
between the narrower, "hot," and the wider, "cold," arm. In both devices, a bending 
moment is created in the two beams, and the two-arm structure deflects toward the 
beam with smaller expansion. The chosen folded-beam actuator (see Fig. 3) consists of 
two arms with different cross sections. When current is passed through the two arms, a 
temperature difference is established between the two arms. The resulting thermal strain 
is responsible for the lateral motion. 

Andiofs 

Anchor Si^lmMMt^ 

Figure 3. Thermal micro actuator. 

The main challenge in the design of micro-actuators is to achieve sufficient actuator 
displacement while minimizing the power consumption. This involves electro-thermal 
and thermo-mechanical analysis of the folded-beam actuator. This section is devoted to 
this subject. 

2.1 Thermal Analysis of Folded-beam Thermal Actuators 

A thermal actuator has three modes of heat transfer: conduction, convection, and 
radiation. It has been estimated that radiation and convection are relatively insignificant 
(Hickey et al., 2003; Lott et al., 2001), i. e. almost all the heat is dissipated through 
conduction. Since the thermal actuator is suspended in air, the only heat dissipation 
path is conduction through the bonding pads, which simplified the solution of the thermal 
problem. A steady-state thermal analysis was conducted assuming a constant current 
excitation of the actuator from a current source. The resistivity of the Ni was considered 
a linear function of the temperature T, p = po{l + P{T — Tg)), where the temperature 
coefficient of resistivity of the Ni is /?, and the substrate temperature, T^, was assumed 
constant. The differential equation describing the heat distribution along a homogeneous 
beam under these conditions is similar to that given by Hickey et al. (2003), however, a 
temperature-dependent resistivity is included 

^ + M 1 + ^ ( T - T . ) ) ^ ^ = . 0 , (1) 
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where K is the thermal diffusivity of Ni and w and t are the width and the thickness of 
the arm, respectively. Q. A. Huang (2003) solved the thermal distribution problem along 
the unfolded actuator using similar assumptions; however, the actuators they fabricated 
were suspended over the substrate and the additional substrate heat flux changed the 
form of the solution (Enikov et al., 2004). The solution of Eq. (1) along the unfolded 
length of the actuator for the hot arm, cold arm, and flexure yields 

Th{x) = Al sin(7ix) 4- Bi cos(7ix) + T, 

71 
Po/3 / 
Kt^WH 

Tc{x) = A2 sin(72x) + B2 cos(72x) + T 

x& [Q,Lh], 

X e [Lh,Lh + Lc], 

(2) 

(3) 

72 
PoP I 

w. 
Tf{x) = A3 sin(73x) + B3 003(733;) + ( T S - - j ; x e[Lh +Lc,Lh +Lc +Lf], (4) 

73 = 
Pod I 
Kt^Wf 

A set of six boundary conditions is used to find the unknown coefficients Ai and Bi. 
The first two conditions fix the temperature at the bonding pads equal to the substrate 
temperature 

ThiO) = T, (5) 

TfiLh + Lc + Lf) = Ts (6) 

The last four boundary conditions enforce continuity of the temperature and the heat 
flux across the hot arm-cold arm and cold arm-flexure interfaces 

Tc{Lh+L^)=Tf{Lh + Lc) 

Wr-rr-{Lh + Lc) = Wf-^{Lh + Lc) 

(7) 

(8) 

(9) 

(10) 
"' dx '"" ' ""' " "^ dx 

These six boundary conditions could be used to solve for the six unknowns Ai,B\,A2, 
B'i^Ai, and B3. Enforcing boundary condition (5) results in Bi = 1/(3. The remaining 
boundary conditions (6) through (10) are assembled into the linear system 

A2 
B2 
Az 
S3 

= b , (11) 
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where 

r 0 0 0 
cos(72Li) 

0 
- s in(7 iLi ) sin(72l/i; coii{j2ni) 

Whli cos(7iLi) -Wcl2 cos(72Li) 'w;c72 sin(72Li) 
0 sin(72L2) cos(72L2) 

Wc'y2 cos(72iS2) -'Wc'^2 sin(72jL2) 
COs)73l/3) "• 

0 0 
0 0 

2) ~C0S(73L2) I 

-t/;/73Cos(73L2) ty/73 sin(73L2) J 

0 
81x1(73X3) 

-sin(73L2) 

(12) 

and 

b ^ = ^ [ l cos(7iLi) WhliLi^H^iLi) 0 0 ] (13) 

Once the unknown coefficients are found, the average temperatures of the beams required 
for the mechanical analysis are 

- 1 f^^ 1 
Ti = -r l-^i sin(7i^) + Bi cos{jix)] dx + Ts-- (14) 

^i JLi-i P 

Evaluating this integral for the three beams yields 

fh = 7 ^ (^1(1 - cos(7ii^)) + Bi sin(7iX/.)) + T, - ~ (15) 

fc = -z (A2(cos(72Li) - cos(72L2)) + B2(sin(72L2) ~ sin(72Li))) + r , - - (16) 

ff = j ~ iAs{cosijsL2) - cos(73i^3)) + J53(sin(73i^3) ~ sin(73i^2))) + Ts~^ (17) If = (A3(COS(73i.2J - COS(73i.3Jj + ii3iSm(73i^3J ~ Sm(73i^2jjj + 
i^/73 

Finally, the actuator resistance, voltage drop, and power consumption are 

tWc tWf 
Ract — 

Uact 

Pact 

tWh 

I Ract 1 

I Ract-, 

(l + /3 ( f>-T , ) , 

(18) 

respectively. This electro-thermal analysis supplies the average beam temperatures re 
quired for the mechanical deflection analysis. 

2.2 Fini te ' inite Element Validation of t h e Developed Model 

analytical model developed in the previous chapter was tested against a finite 
: simulation obtained from ANSYS. The electro-thermal simulation was nonlinear 

inite ri iement vaiiaaLion 01 tne i^eveiopeu ivioaei 
The analytical model developed in the previous chapter was tested against a finite 

element simulation obtained from ANSYS. The electro-thermal simulation was nonlinear 
and required coupled field analysis, with the source of nonlinearity being the change in 

\n (^\ T h p mRtpria l rAqifitivitv 

cient simulation obtained from ANSYS. The electro-thermal simulation was nonli: 
and required coupled field analysis, with the source of nonlinearity being the chang 
material resistivity with temperature, according to Eq. (1). The material resistivity was 
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specified in ANSYS in the form of a look-up table, as shown in Figure 4 (the SI resistivity 
value is multiplied by 10~^ because the simulations were carried out using /xm as units of 
length). The microactuator was discretized with SOLID98 10-node tetrahedral coupled 
field elements with VOLT and TEMP degrees of freedom activated (KEY0PT(1)=1, 
the MAG degree of freedom was not used). Voltage was applied to the bonding pads as 
a boundary condition and the corresponding steady-state temperature distribution was 
obtained. 

(xlO**-13) 

5.2. 

RSVX 

4 . 8 . 

4 . 4 . 

4. 

3 . 6-

3 . 2 . 

2 . 8 . 

2 . 4 . 

2. 

1 .6 . 

1.2 

0 200 400 600 800 1000 

100 300 500 700 900 

TEMP 

Figure 4. ANSYS look-up table for nickel resistivity as a function of temperature. 

The ANSYS thermal model assumes that the entire heat flux is dissipated through 
the bonding pads, which are held at a constant temperature, equal to the substrate 
temperature. The current consumption is determined as a nodal reaction solution at the 
bonding pads. The analysis was performed with the following geometric data matching 
the fabricated actuators: L^ = 1368/im, Lf = 415/im, Lc = 953 /xm, Wh = 17.5 //m, 
Wc = 105 /im, Wf = 15 /xm and S = 30 jim (see Fig. 3.) The simulation was run under 
ANSYS 7.0, and one example of the temperature distribution for applied voltage U = 0.2 
V is shown in Figure 5. 

It can be noted that the maximum temperature is reached in the hot arm, as expected. 
Since the actuator dissipates heat only through the bonding pads, the cold arm stays at 
an elevated temperature and this offsets the spot with maximum temperature towards 
the actuator tip. If the actuator is suspended in close proximity above an isothermal 
substrate, such as a silicon wafer, the wide cold arm dissipates a significant amount of 
heat directly to the substrate. This reduces the cold-arm temperature and shifts the 
maximum-temperature spot closer to the middle of the hot arm. A comparison between 
the current-voltage characteristics calculated analytically from Eqs. (18) and the finite 
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Figure 5. Nonlinear ANSYS solution for the temperature distribution for U = 0.2 V. 

element simulation results is presented in Figure 6. 
Two important observations could be made: 
• The resistivity changes significantly due to the actuator heating - the I-V curve is 

far from a straight line 
• The analytical model is in good agreement with the finite element simulations. 

The next section describes a nonlinear mechanical model used for prediction of the free 
tip displacement, utilizing the average temperatures supplied by the thermal model. 

2.3 Nonlinear Mechanical Analysis of the Folded-beam Thermal Actuator 

The mechanical analysis of the folded-beam thermal actuator is essentially a two-
dimensional problem. Three separate beams need to be analyzed: the hot arm, the 
cold arm, and the flexure. The bending of each of the beams can be described by a 
second-order differential equation according to Euler-Bernoulli beam theory. The re
sulting system of equations becomes quite complex when nonlinear geometric effects are 
considered. However, the equations could be simplified greatly if we note that, typically, 
the width of the cold arm is several times larger than the widths of the hot arm and the 
flexure. This results in a cold-arm cross-sectional moment of inertia two or three orders 
of magnitude larger, since the moment of inertia is proportional to the third power of the 
width. The hot and the cold arms are subjected to similar bending moments, and the 
larger moment of inertia of the cold arm results in its negligible bending. By assuming 
that the cold arm is rigid, one second-order differential equation is replaced by a linear 
algebraic equation, thus simplifying the analysis. The linear elongation on the other 
hand is proportional to the cross-sectional area of the beam, which scales linearly with 
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Figure 6. Current-volt age characteristics calculated with MATLAB and ANSYS. 

the beam width. Therefore, the extension of the cold arm is the same order of magnitude 
and has to be accounted for. To summarize, the working assumptions for the mechanical 
analysis could be formulated as: 

• Only the hot arm and the flexure bending is considered, provided that the cold 
arm is several times wider than the hot arm and the flexure 

• All three beams change length due to the axial loads applied to them. 
Under these assumptions, the system of equations consists of two second-order differential 
equations describing the bending of the hot arm and the flexure and three equations for 
the axial displacement of the beams. The coordinate system used for the bending of the 
hot arm and flexure and the deflection convention is shown in Figure 7. 

The directions of the axial reaction force P and the transversal force T are reversed 
for the hot arm and the flexure (Figure 7) in order to satisfy the balance of forces. The 
pair of forces, P , separated by the distance between the arms, 5, generates additional 
moment, and the moment balance yields 

Mi=PS-M (19) 

The general nonlinear beam equations including large displacement effects of the hot arm 
and flexure are 

IiEw'{{x) 
hEw'^ix) 

Tx- Pwi{x) - M ; 
Tx-Pwi{x) -M; h = tw)/12. (20) 
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W(X) 

Figure 7. Folded-beam deflection geometry. 

Here, wi{x) and W2{x) are the deflections of the hot arm and the flexure as shown in 
Figure 7. The built-in ends of the beams impose the following boundary conditions: 

wi(0) = 
^ ( 0 ) = 
u;2(0) = 
^ ( 0 ) = 

= 0 
= 0 
= 0 
= 0 (21) 

The two second-order differential equations (20) require a total of four unknown integra
tion constants, which could be found from the boundary conditions (21). The remaining 
unknowns are the reactions T^ P^ and M. The axial load P causes beam deflection in 
the x-direction, shown in Figure 7 and denoted as u. In order to accommodate large 
strain eff'ects, the mechanical strain in the beam is approximated as 

dx 2 \dx J 
(22) 

Using the stress defined in Eq. (22) results in the following equation for the axial force 
P 

-̂ =//"̂  = //<'--"̂ '̂̂ ^ = /. ̂  (S n ( 'dw\^ 
dx) 

Integrating across the cross section of the beam yields 

-P = EA^ + ^-EA 
dx 2 

dw 
dx 

aATEA. 

aAT } dA (23) 

(24) 
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Here, A is the cross-sectional area of the beam, E is the Young's modulus, and AT is 
the difference between the average beam temperature and the substrate temperature Tg. 
Integrating once again along the length of the beam results in 

l § - ^ » — 4 i ( S ) - <-' 
Substituting the values for the hot arm, cold arm, and flexure using P with the appropri
ate sign (positive for the hot arm and negative for the flexure and the cold arm) defines 
a system of three nonlinear equations 

PL. 2 

EA, ^̂ '̂ -"(̂ ''-̂ )̂̂ '' + U ^ ( ^ ) ^ ^ ' ^''^ 
P^f A. t^ '^^^ , 1 f"-' (dw2^^ 

PL 

dx, (27) 

2 

EA. A n . - a ( r , - r . ) X . + - y ^ ^-^) d.. (28) 

The integral of the square of the derivative of the deflection with respect to x in Eqs. (26) 
and 27) is a known function of the reactions T, P , and M, according to (20 and 21). The 
similar term in the third equation (28) is also easy to calculate since it can be assumed 
that the cold arm is rigid and the cold arm rotation angle 9 = dwc/dx is constant, known 
function of the reactions (not a new unknown). Equation (28) can therefore be rewritten 
in the form 

pr _ 1 
- ^ = Awe - a(Te - Ts)Lc + -e^L,. (29) 

The three newly introduced equations (26)-(28) include the additional unknowns Aii^, 
Ae/, and Aitc- In order to complete the system of equations, it is necessary to define 
three additional conditions to solve for the remaining unknown reactions. The first such 
condition is the previously mentioned cold-arm rigidity condition. The assumption that 
the cold arm does not bend forces the slope at the end of the hot arm and the slope at 
the end of the flexure to be equal, which can be expressed as 

w[{Lh)=w'^{x) = e. (30) 

Since the hot arm is connected to the cold arm and the flexure, the transversal tip 
displacement w calculated from the hot arm must be equal to the deflection calculated 
from the flexure and the cold arm. The second boundary condition is therefore 

wi{LH)=W2{Lf)^w[{Lh)L,. (31) 

The last boundary condition states that the extension of the hot arm must be equal to 
the extension of the cold arm and the flexure 

^Uh - Aug = Auf -h Auc. (32) 
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The additional term ^Ug is the geometric displacement caused by the rotation of the 
small beam with length 5 connecting the hot arm to the cold arm. The geometric 
displacement translates the displacement of the hot arm along its axis to the axis of the 
flexure and the cold arm and is 

/^Ug = -5sm{6) « -56 ^ -dw^iLf) (33) 

Substituting Eqs. (26), (27), (29) and (33) in (32) yields 

E U / A,^ An 
= a{LhATh-LfATf-LcAT,) 

ir''^'''^iiy^' dx -h -Lc6>2 + SO. (34) 

The last condition (34) completes the system of equations. The final set of equations 
consists of the two second-order diflPerential equations for the deflection (20), the four 
boundary conditions enforced by the built-in ends of the beams (21), and the three 
boundary conditions (30), (31), and (34). The detailed solution and analysis of these had 
been provided by Lazarov (2004). Figure 8 shows a comparison between the analytical 
and finite element models described above and the experimental measurements made on 
the same actuator. As expected, the error increases at higher current levels due to the 
nonlinear temperature dependence of the resistivity. 

• EXPERIMENT 
ANALYTICAL 

— FEA 

0.1 0.16 
Actuator Current [Al 

Figure 8. Displacement vs. current: simulation and experiment. 

Contrary to the commonly analyzed case of sacrificially released actuators, if the 
actuators are suspended in air, the cold arm remains at an elevated temperature. The 
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significance of the wider cold arm is therefore two-fold: (i) to decrease the electrical 
resistance and generate less heat and (ii) to decrease the thermal resistance by increaising 
the conduction cross section. Ideally, the cold arm will be at a temperature close to 
the substrate temperature, thus maximizing the thermal difference between the arms. 
If the entire heat flux is conducted to the substrate, increasing the cold arm's width 
above Wc ~ 5wh is not beneficial since at this point the thermal "bottleneck" is the 
cold arm coohng through the flexure. By fixing the cold arm's width to Wc ~ ^Wh^ the 
design optimization requires a balance between two conflicting thermal and mechanical 
requirements: 

• Long flexure provides a mechanically softer structure and produces larger free tip 
displacement for a given thermal strain. However, the added thermal resistance of 
the flexure keeps the cold arm at a high temperature and decreases the temperature 
difference 

• Short flexure enhances the cold arm cooling and increases the-temperature differ
ence, but makes the actuator mechanically stiffer. 

3 Capacitive Readout of Position 

Accurate positioning of a MEMS device requires closed-loop control. Most commonly, the 
position in such cases is measured via capacitance measurements. The major difficulty in 
the measurement of MEMS capacitors is the presence of parasitic capacitances associated 
with the signal traces connecting the MEMS capacitive sensor. A schematic of the 
equivalent circuit showing the parasitic capacitances Ci and C2 and the mechanical 
feedback capacitance CMF is shown in Figure 9. 

Jg^NSl > Jp^ II 'J^ SENS0I 

^ ^ 

Si Substrate 

Figure 9. Equivalent circuit of the capacitive position sensor 

The figure depicts a common situation, where the MEMS structures are built on 
an oxidized low-resistivity silicon substrate. Connecting the substrate to the common 
electrical ground avoids crosstalk between different sensors. Typically, the signal traces 
leading to the MEMS capacitive sensor (comb structure or parallel plate capacitor have 
significant capacitance, since the insulating silicon oxide is thin, on the order of 1 /xm, 
and esi02 = 4.2). For example, the fabricated device shown in Figure 9 is anchored to 
the substrate via relatively large bonding pads, 500 fim x 1000 /xm, and Ci and C2 are 
approximately 1900 fF, In contrast, the capacitive comb structure, shown in the same 
figure, has 45 fingers, a 50-/im finger overlap, a 4-/im air separation, and is 14-//m high. 
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which yields a mechanical feedback capacitance of CMF = 140 fF. Some applications 
require even longer signal traces and bigger bonding pads - an example is a capacitive 
MEMS structure built on a flexible substrate, with the rigid readout electronics located 
at the end of the flex-circuit. It is clear that the parasitic capacitances are quite large 
compared to the sensing capacitor and that they need to be removed from the signal 
acquisition path. 

An elegant way of eliminating the parasitic capacitances to ground is to measure the 
charge flowing through the sensor capacitor during voltage transitions. This method 
is essentially a two-port force-sense measurement (Smartec, 2003), where a square-wave 
voltage excitation is applied on the left-hand side of the circuit in Figure 9 and the charge 
flowing through CMF is integrated with a charge-sensitive amplifier. 

Actuator ON/OFF 

C2EEEZ> B mJlTL 

GND 

CMF 

cHh 

Charge Sensi t ive Amplifier 

Tc2 T U — 

CF 

GND GND 

Figure 10. Elimination of the parasitic capacitances using a two-port measurement with 
voltage excitation and charge sensitive amplifier 

This concept is illustrated in Figure 10, where the square-wave excitation comes from 
the voltage drop across the thermal actuator itself. In this case, the charge-sensitive 
amplifier is realized with an operational amplifier and a feedback capacitor, CF- This 
technique works if the power to the thermal actuator is supplied by a pulse-width mod
ulation, which has the advantage of very high electrical efficiency. The described charge 
measurement method could also be used in the more general case where a separate lead 
is available for the capacitive sensor, and in this case an independent voltage driver, not 
connected to the actuator, supplies the voltage waveform. The low output impedance of 
the waveform generator (or the low resistance of the thermal actuator in Figure 10) is 
connected in parallel with Ci and eliminates this parasitic capacitance. The high open-
loop gain of the amplifier, on the other hand, keeps the negative input of the amplifier 
connected to C2 at constant potential, thus preventing this capacitor from charging and 
eliminating it from the signal acquisition chain. Ideally, if the open-loop gain of the 
amplifier is infinite, all the charge injected through the sensor capacitance CMF is in
tegrated in the feedback capacitor of the charge-sensitive amplifier. For real circuits, a 
charge collection gain, GQ , is defined as (Spieler, 2001) 

GQ = 
QF 

QF + Qi, 
(35) 
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Here, Qp = V^ut^p is the charge captured by the charge-sensitive amphfier and Qin — 
^in(C'in+C2) is the charge lost in the parasitic capacitance C2 and the input capacitance of 
the amphfier C-m. The open-loop gain of the amplifier, AQL , defined as ^ O L = Kut/Mn, 
transforms Eq. (35) to 

The benefit of the high-gain amplifier in Figure 10 is two-fold: (i) nearly all the charge 
generated from the voltage transition across the measured capacitor is measured, i.e., 
GQ « 1 ,and (ii) the gain GQ does not depend on the parasitics. The second property 
is quite important, since the parasitic capacitances can vary widely due to variations in 
the fabrication process while the sensor capacitance is more accurate. Assuming that 
GQ ^ 1, the charge generated during a voltage transition with amplitude Vr across 
the sensing capacitance CMP is Qinj = VTCMF and the output of the charge sensitive 
amplifier is 

Kut = - V r ^ (37) 

The negative sign in Eq. (37) is due to the fact that the inverting input of the operational 
amplifier in Figure 10 is connected to the capacitive sensor. 

The described charge integration method is used in some of the most sensitive com
mercial integrated circuits for MEMS capacitive measurements, such as UTI (Smartec 
Inc.) and MS3110 (Micro Sensors Inc.). Even though these circuits are high resolution 
and easy to use, they have limited bandwidth and cannot handle the low resistance of 
the thermal actuator connected to ground (Figure 10). 

One possible solution is to append a pulse-shaping amplifier and a peak detector 
to the circuit, as shown in Figure 11. The pulse-shaper acts like a differentiator and 
outputs a pulse during the rising and falling edges of the square wave coming from the 
CSA. The difference between the maximum (or minimum) amplitude of one of these 
pulses and the baseline voltage (the output voltage when there are no pulses) is linearly 
proportional to the charge injected in the CSA. Since a single voltage pulse across the 
measured capacitor results in a square wave output of the CSA, and the pulse shaper 
generates one positive and one negative pulse, the total difference between the minimum 
and the maximum voltages of the pulse is directly proportional to the measured MEMS 
capacitance. Finally, the peak detector is used to hold the maximum and the minimum 
values of the voltage pulse. 

The main advantage of this approach compared to off-the-shelf components, such as 
UTI and MS3110, is the significant increase in the measurement speed, without sac
rificing accuracy. A simple, low-cost system consisting of a few operational amplifiers 
implementing the circuit in Figure 11 can take a single measurement in less than 5 fis 
with input charge noise of about 600 electrons. Furthermore, the design is very flexi
ble, and the overall system gain can be adjusted in a very wide range (three orders of 
magnitude or more) by simply adding more amplifier/filter stages. The charge-sensitive 
amplifier, pulse-shaper, and peak detector are described in detail in the following. 
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Figure 11. Block diagram of the MEMS capacitor measurement system 

4 Electrical Circuit Design 

4.1 Charge-Sensitive Amplifier 

A practical implementation of a charge sensitive-amplifier (CSA) using an operational 
amplifier is shown in Figure 12. The operational amplifier is powered by a single +5 V 
power supply and the resistor divider, Ri and i?2? filtered by Ci biases the positive input 
to half the supply voltage. To reduce the noise, the power supply of the operational 
amplifier is filtered with 10 /iF tantalum and 100 nF ceramic capacitors, C2 and Cs. The 

6ND 
ICSA IN > 

Figure 12. Practical realization of CSA 

feedback capacitor Cp is a high-accuracy temperature-compensated ceramic type and is 
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connected in parallel with a high-value feedback resistor Rp = ^^ Mfl. The feedback 
resistor provides a path for the input bias current of the opamp and acts as a reset circuit 
by discharging the feedback capacitor. The operational amplifier used in Figure 12 must 
have a very low input bias current {^ pA), and CMOS and JFET input amplifiers are 
a must. Furthermore, the opamp must have low input voltage noise and a high slew 
rate. Some examples of devices satisfying these requirements are MAX4477 from Maxim 
Integrated Products and OPA134 from Texas Instruments. Monolithic charge-sensitive 
amplifiers are also available off-the-shelf, such as CRllO from Cremat Inc., and H4083 
from Hamamatsu. 

4.2 Pulse-Shaping Amplifier 

The pulse-shaping amplifier filters and amplifies the signal coming from the CSA; 
one possible realization is shown in Figure 13. For simplicity, the filter is shown in a 
configuration for a split power supply. The single supply operation requires biasing of 
the non-inverting amplifier input, as shown in Figure 12. 

CI 
TF 

10k 

Figure 13. Amplifier/shaper stage. 

Assuming that the operational amplifier has infinite open-loop gain and input impedance, 
the input current i[n flowing through Ri and Ci creates a voltage drop across R2 and 
C2, which is the output voltage of the filter. The filter transfer function can be derived 
by equating the input and output currents 

Vi. 
^in — 

Ri + 
-Vo, 

jwCi 

J_ - jwC2 

Vr out 

v~ 
JWCIR2 

(1 + jwCiRi){l + JWC2R2) 

The filter transfer function is therefore 

(38) 

(39) 

{1 + sCiRi){l + SC2R2) ^^°^ 

The transfer function of the stage has one zero and two poles and amplifies the input 
signal. If the gain of a single stage is not sufficient, multiple stages can be cascaded. 
However, since the desired overall transfer function has a Gaussian profile with a transfer 

His) = --
SC1R2 
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function close to H{s) = Ks/{{s-{-a)'^), n ^ 3-4, the additional stages have to contribute 
poles only. This could be accomplished by moving one of the poles in Eq. (40) to low 
frequencies, effectively canceling the zero in the numerator. The pole can be moved by 
increasing the value of the decoupling capacitor Ci in the stages after the first one, and 
values around Ci = 1 fiF were found to work well. 

4.3 Peak Detector 

The last stage in the analog signal conditioning is the peak detector circuit shown 
in Figure 14. The positive peak detector consists of Qi, Q2, ^ 1 , R2, and Ci. The 
first transistor Qi and its load resistor i?i buffer the input voltage for the second peak-
detecting stage, realized with Q2, R2^ and Ci. The hold capacitor Ci is charged to the 

I INPUT >-

Q1,Q4 - ZTX751 

Q2,Q3 - ZTX651 

GND 

Figure 14. Positive/negative peak detector. 

maximum of the input voltage through the rectifying base-emitter junction of Q2, which 
is equivalent to the classic peak detector with a diode and a capacitor. The emitter 
resistor R2 sets the DC bias current of (52- The operation of the negative peak detector 
consisting of Qs, Q4, R3, RA, and C2 is completely analogous. The hold capacitors are 
discharged and the system reset to the original position after each pulse by connecting 
Ci and C2 to ground and the supply voltage, respectively, through lower-value resistors 

4.4 Analog-to-Digital Converter and Microcontroller 

The last part of the block diagram in Figure 11 is the microcontroller, with an inte
grated analog-to-digital converter (ADC). The microcontroller generates the square-wave 
testing waveform, discretizes the output of the peak detectors with its internal ADC, and 
resets the hold capacitors. Finally, it calculates the value of the sensor capacitance from 
the measured voltages and transmits the information to a PC or PDA, which completes 
the measurement system. 
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Abstract. A broad overview of the topics related to the mechanical design of compliant 
micromechanisms is presented. Design methodologies to be used in the design of devices 
based on leaf springs, flexural notches and continuum structures with distributed compli
ance are given, and a critical presentation of the peculiarities of these solutions is 
provided. The extensive bibliographical list is given as means to extend further the study 
to details of each of the treated topics. 

1 Introduction 
A compliant mechanism is a device that gains at least part of its mobility from the deflection of 
flexible members rather than from moveable joints only (Howell, 2001) - Fig. 1. 

Figure 1. Rotation achieved by using a conventional mechanical and a compliant joint. 

The authors wish to thank M. Gh. Munteanu of the University of Brasov, Romania, for his contribution 
in some of the illustrated work. 
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Compliant mechanisms are widely used in the field of precision engineering as well as micro 
and nanotechnologies (see e.g. Howell, 2001, Jones, 1988, Lobontiu, 2003, Lobontiu and Garcia, 
2005, Madou, 2002, Senturia, 2001, Slocum, 1992, Smith and Chetwynd, 1992, Smith, 2000, and 
Trylinsky, 1971). 

In fact, if compared with conventional mechanical bearings, flexible bearings allow the follow
ing advantages to be achieved: 

• high precision 
• absence of friction 
• limited hysteresis 
• absence of wear 
• no need for lubrication 
• no risk of jamming 
• absence of backlash 
• reduction in weight 
• suitable for operation in harsh or special environments (including clean-room microproduc-

tion facilities) 
• main sources of errors are systematic and therefore simple control laws can be used 
• reduced costs 
• possibility of monolithic manufacturing and thus of "design for no-assembly" and of parallel 

instead of serial kinematics. 

In particular in the case of microsystems where the microfabrication processes are based on 
lithographic techniques, solutions based on monolithic configurations can be easily adopted, thus 
overcoming the expensive phase of packaging and microassembly (Yang and Nelson, 2004). 

On the other hand solutions based on compliant mechanisms evidence the following draw
backs: 

• limited strokes 
• limited load capacity 
• presence of restoring forces 
• complex kinematics 
• presence of parasitic motions, i.e. displacements along the secondary degrees of freedom 

(see below). 

The effects of such limitations can be minimised if an accurate model of the compliant devices 
comprising mechanical non-linearities is adopted. 

From the mechanical design point of view, compliant devices can be classified as: 

^ compliant mechanisms based on leaf springs, 
^ compliant mechanisms employing flexural hinges (localised compliance) and 
^ continuum structures with distributed compliance. 

In the following paragraphs the main aspects of the design of each of these solutions will be 
outlined. 
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2 Compliant Micromechanisms Based on Leaf Springs 
Mechanisms based on leaf springs are devices in which the motion is obtained by coupling the 
movable member with the rigid one by means of beam-shaped flexible elements characterized by a 
marked bending compliance and a high stif&iess along the other degrees of freedom. 
Such devices follow different configurations: 

1. Single leaf spring devices: a cantilever or a double clamped beam used in off-the-shelf ultra
high precision measurement devices such as the atomic force microscope (AFM), the scan
ning tunnelling microscope (STM), the radio frequency micro-electromechanical systems 
(RF-MEMS) and the electrostatic projection displays, as well as in several custom developed 
nanotechnological solutions such as those for biological applications (micro balance) -
Bhushan (2004). 

2. Two-beam positioning devices (Fig. 2) used to achieve either a translation (parallel spring 
translators) or a rotation (cross-spring pivots). 
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Figure 2. Parallel spring translator (a) and cross-spring pivot (b). 

Usually all leaf spring based compliant mechanisms have working ranges such that parasitic 
displacements can arise. For instance, in the case of parallel spring translators (Fig. 2a) the main 
displacement / along the x-axis will be accompanied by the parasitic motion a along the j^-axis, 
while in the case of cross-spring pivots (Fig. 2b) the main rotation movement 9 will be coupled to 
a parasitic motion 0 0 ' of the geometric centre O of the pivot characterized by the respective mag
nitude d and phase (p. 

In order to evaluate these effects, models encompassing the non-linear mechanical behaviour 
of the beams must be adopted. All the considered configurations can therefore be referred to the 
general case of a cantilever beam loaded at the free end with couples (an initial curvature of the 
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beam itself - e.g. due to residual stresses from the microfabrication process, can also be consid
ered as a couple) and inclined forces (Fig. 3). 

This case can be appropriately studied using the "Elastica" approach originally developed only 
for the case of straight slender and inextensible cantilevers loaded axially (Timoshenko and Gere, 
1961) which was recently extended to the generalized case shown on Fig. 3 (De Bona and Ze
lenika, 1997). A curvilinear coordinate system whose orientation is determined by the inclination 
of the force is thus introduced. The differential equation of the deflection curve is then given by: 

M^=M-Fy = El\ de_ 
ds r) 

(2-1) 

where the exact expression for the curvature of the leaf spring is used. 

Figure 3. Cantilever beam with the general case of loading. 

According to the procedure described extensively by De Bona and Zelenika (1997), the global 
Cartesian coordinates a and/of a generic point A of the elastic line of the spring-strip will then be 
determined from: 

L L L L\ s s 
(2-2) 

L L L L\ s s J 
J A _ -"-S „;„ o , yB ^ S i X^ (2-3) 
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The following notation is adopted in these expressions: 
L - total length of the leaf spring 
s - length of a section of the beam 
^B, ys - Cartesian coordinates of point B of beam fixation in the reference frame linked to the 
inclination of force F 
P - slope angle of force F with respect to axis a 
and 

y^ ^ 2k{cos(p^-co^(Po) 
L F{k,(Po)-F{k,(p^) 

In the last expressions F{k, cp^ and E{k, cp^ denote respectively the elliptic integrals of the first 
and second kind, k is the parameter of integration, and (p the amplitude of the elliptic integrals 
(with indexes B and O denoting the respective points on the leaf spring). These parameters are 
defined with: 

7 

(Pi 

E{k,(p.)= y{l-k^sm^(p)cl(p (2-7) 
0 

k = sm{a/2) (2-8) 

sm(p = —^-^^ (2-9) 

where: COS a = COS 0n -
"" 2C' 

1 fM_^}_^' (2-10) 

^is the slope angle of the elastic curve with respect to force F, and the auxiliary parameter C is; 

C = J— (2-11) 

\EI 
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The described approach allows then even the post-buckHng behaviour of the leaf springs to be 
modelled. 

Due to the presence of elliptic integrals the outlined model becomes transcendental and it is 
possible to solve it only following an iterative procedure with successive approximations. Since 
therefore the elliptic integrals must be repetitively calculated, it becomes suitable to use the respec
tive approximate algorithms based on interpolating procedures or other approximate solutions 
reported in literature (see e.g. Abramowitz and Stegun, 1970 and Gradshteyn and Ryzhik, 1980). 
De Bona and Zelenika (1997) have, however, shown that in the case when (pi = nil, i.e. for the 
complete elliptic integrals, only the arithmetic-geometric mean method permits correct values of 
the integrals to be obtained. In the case of the incomplete elliptic integrals of the first kind, only 
the ascending Landen transformation method gives appropriate results in the whole interval of 
integration. In the case of the incomplete elliptic integrals of the second kind, none of the ap
proximate methods is appropriate (marked errors are always generated by their application in a 
part of the domain of values of the integration parameters), and thus a numerical method of inte
gration has to be used (Fig. 4). 

[rad] [rad] 

Figure 4. Relative error introduced by the arithmetic-geometric mean method in the calculation of the 
incomplete elliptic integral of the first (a) and second (b) kind. 

The experimental verification of the above analytical approach performed by De Bona and Ze
lenika (1993) and Zelenika and De Bona (2002) by using a high precision laser interferometric 
measurement technique, showed that the method allows a level of accuracy higher than the interval 
of uncertainty of the experimental measurements (on the order of 10"̂  of the performed primary 
motion) to be achieved. 

In order to minimize parasitic displacements, Henein (2001), Jones (1988) and Smith and 
Chetwynd (1992) suggested "compensated" design configurations used recently also in micro
systems technology e.g. by Jaecklin et al. (1992) for memory mass storage devices or by Bhushan 
(2004) for friction measurement equipment. In this case (Fig. 5) two simple translators are 
mounted onto each other thus causing the overall parasitic motion (sum of equal and opposite 
contributions from the two translators) to vanish. In reality this will be true only if the lateral (in 
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plane and orthogonal to direction of motion) loads are negligible. If this is not the case, De Bona 
and Zelenika (1993) showed that the above outlined approach allows to "tune" the design parame
ters of the two single translators so as to reduce the resulting parasitic motion to negligible levels. 

FIXED PLRTFORM 

Figure 5. Compensated parallel spring translator. 

In the case when the overall mechanisms becomes complex, or the loads on the leaf springs 
are different from those of Fig. 3, the Elastica-type approach cannot be used and a numerical 
approach generally based on a finite element method (FEM) has to be preferred. In this case, 
due to the fact that a non-linear large displacement analysis has to be performed, the computa
tional effort by using the commercially available codes could be intensive. For this reason 
Munteanu et al. (1996) have proposed the usage of a special finite element type (SFET) consti
tuted by 3 nodes, each with a single angular DOF. As the SFET does not require an incremental 
approach to be followed, fast and accurate results can be achieved with very few elements. A 
comparison of the results obtained by using SFET with those obtained by using Elastica as well 
as experimental resuhs showed an excellent agreement. 

3 Compliant Mechanisms Employing Flexural Hinges 

Another widely used compliant mechanism configuration is that based on flexural hinges, where 
the compliance is localised in determined spots of the considered device (see e.g. Lobontiu, 2003, 
Lobontiu and Garcia, 2005, Smith, 2000, Smith and Chetwynd, 1992). A traditional design solu
tion is obtained by machining a circular cut-out on a rectangular cross section blank thus obtaining 
a marked increase of the flexural compliance in the plane of the notch, while retaining the stiffiiess 
along the other degrees of freedom (Paros and Weisbord, 1965). If the movable rigid member 
connected to the notch is much longer than the notch itself, the resulting motion can be determined 
by considering simple rigid body kinematics models. 
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Up to recently the choice of the notch shapes for flexural hinges was determined by the avail
able production technologies. In fact, the notches were mainly produced by conventional rotating 
machine tools and therefore limited to circular shapes. The availability of high-precision milling 
and especially wire electro-discharge machining (EDM), as well as micro- and meso-
manufacturing technologies has allowed these limitations to be overcome. In fact, the most com
monly used microfabrication processes (bulk and surface micromachining and LIGA - Fig. 6) are 
based on lithography (Madou, 2002), a process that permits prismatic microstructures, character
ised by complex in-plane shapes, to be easily obtained. It should be noted that micro-systems 
production techniques have been developed and optimised for in-plane structures, and therefore 
the geometrical complexity does not imply any additional effort, while on the other hand the high-
end production technologies which could be used to achieve the same results in the meso- and 
macro-fields imply technological difficulties and significant costs. 

Figure 6. Complex in-plane geometries obtained by using deep X-ray lithography. 

^.„ ^ Prismatic ^,,, . 
Fillet Fillet 

segment 

Figure 7. Example of a flexural hinge with a non-conventional shape. 

In the case of micromechanisms, the shape of the notches (Fig. 7) can thus be chosen based on 
the design requirements for the specific application. This implies, however, that the mechanical 
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model of the flexural hinge is required. This model has to comprise the accurate evaluation of the 
compliance, the stresses and the eventual parasitic motions of mechanisms based on the hinges. 

The evaluation of compliances is generally performed by means of the Euler-Bemoulli beam 
models such as those used by Paros and Weisbord (1965). Even if strongly simplified, this ap
proach gives reliable results also for non conventional hinge shapes (parabolic, hyperbolic, 
elliptical, inverse parabolic and secant profiles) as was shown in Lobontiu (2003) where a numeri
cal validation of this approach by using FEM is performed. 

The main drawback of flexural hinges is that a high stress-concentration effect is present which 
limits their fatigue strength. It seems therefore appropriate to consider already in the hinge design 
phase not only stiffiiess but also strength requirements. For this purpose it is often necessary to 
refer to a numerical model based on FEM. In fact, parametric solutions obtained empirically or 
analytically in closed form are given in Peterson (1974) only for simple geometries. 

What is more, in the case of a conventional rotational joint the relative rotation occurs about an 
axis passing through its geometrical centre. In the case of flexural hinges of other shapes, even for 
small displacements, the actual centre of rotation does not coincide with the geometrical centre 
(the deflection is here distributed along the hinge), thus producing a parasitic motion (Fig. 8). In 
most cases this parasitic motion can be evaluated accurately only by following a numerical ap
proach, which becomes absolutely necessary in those cases where high flexural rotation angles are 
aimed at and non-linear effects due to large deflections must be considered. Thus the analytical 
solution given in Lobontiu (2003) allows only the displacements of the geometrical centre of the 
there considered hinge shapes to be computed. 

Thickness t 

Figure 8. Parasitic deflection of a flexural hinge with semi-circular notches. 

Fig. 8 shows the case of a conventional notch loaded with a pure couple where the conditions 
of symmetry and anti-symmetry enable to model numerically only a quarter of the hinge. The 
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deflection of the notch induces a rotation of the movable member around point O instead of 
around the geometric centre A. For small displacements, point O remains at a fixed position de
fined by the coordinate yo which will be obviously different for each hinge shape. De Bona and 
Munteanu (2005) have, however, shown that, if geometrical non-linearities have to be taken into 
account, a vertical displacement of point B of the movable rigid block will result, but this dis
placement is influenced very httle by the shape of the hinge. 

In any case the adaptation of the shape of the notches to the considered application makes nec
essary its optimisation. For this purpose a possible approach is that described by De Bona and 
Munteanu (2005) where a parametric FEM model is coupled to an optimization algorithm. The 
objective function to be minimised in this case is the flexural stif&iess, while the constraints are 
given by strength (maximal allowable stress) and kinematical (maximal admissible parasitic mo
tion) requirements. The design variables to be optimised are then the geometric parameters 
defining the notch shape (in De Bona and Munteanu (2005) these are defined via suitable spline 
functions). In Fig. 9 are shown the results obtained by employing this approach while maintaining 
constant the value of the strength constraint and varying the kinematical constraint; it can be 
clearly seen that by allowing the parasitic shift to grow, the shape of the notch tends to become 
elongated. 
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Figure 9. Normalised stress distributions for optimised notch shapes for a small (a) and a larger (b) value 
of the admissible parasitic shift >̂o-

In fact, Zelenika et al. (2004) compared the ideal compliant configuration of a leaf spring and 
the conventional right circular notch shape with optimised notch fillet (transitions between the 
bulk material and the hinge - Fig. 7) circular, elliptic and parabolic shapes, as well as with 
"streamline" fillet shapes (Peterson, 1974) obtained in classical mechanics via stress concentration 
minimisation criteria (Fig. 10). 
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Figure 10. Shapes compared to the leaf spring and the circular notch in terms of stress and parasitic shift. 

It could thus be clearly shown that a compliance increase can be obtained only at the expense 
of an increase of the parasitic shift. Depending on the particular application, the optimal shape to 
be used will thus be based on a trade-ofif between stress (strength constraint) and parasitic shift 
(kinematical constraint). The streamline shapes are then to be preferentially used if the main con
cern is stress minimisation, while the optimised circular and elliptic shapes provide a good 
compromise if aiming at a parasitic shift minimisation with still far smaller stresses than those of 
conventional circular hinges (Fig. 11). 

6.50 

O) 

.E 6.00 

I 5.50 
o 
G 5.00 

O) 
4.50 

^ 4.00 

•̂  3.50 

3.00 

D Stress ^ Parasitic shift 

M 
OC OPE OE B TB 

Figure 11. Ratio of the normalised stress of the right circular (RC) hinge vs. that of the other hinges 
(white bars) and ratio of the parasitic shift of the various hinges vs. that of the RC hinge (hachured bars). 
P - prismatic beam (leaf spring), OC - optimised circular hinge, OPE & OE - optimised elliptic hinges, 

G, B, TB - streamline hinges 
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4 Continuum Structures With Distributed Compliance 
Two approaches to synthesise compliant mechanisms are possible (Nishiwaki et al, 1998): kin-
ematical synthesis and continuum synthesis approach. 

In the kinematical synthesis approach the compliant mechanism is obtained simply by intro
ducing lumped compliance (leaf springs or flexural notches) in a traditional rigid link 
configuration. 

In the case of the continuum synthesis approach, a topology optimization based design is fol
lowed (Howell, 2001). On Fig. 12 are thus represented different topologies in the two columns (a)-
(c) and (b)-(d) and different shapes for the same topology in the two rows ((a)-(b) and (c)-(d)). 

Input load 

Output displacement 

Fixation 

(a) (b) 

(c) (d) 

Figure 12. Continuum synthesis approach. 
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Hetrick and Kota (1999) describe thus a simple topology optimisation technique called 
"ground structure parameterisation". The design space is here defined by a mesh of truss elements 
that are removed as the analysis determines that they are unnecessary (Fig. 13). 

O X3 cr O 

Figure 13. Topology optimisation based on truss elements removal. 

In the "continuous material density parameterisation" approach, the design space is a region of 
material modelled as a grid (Fig. 14). As described by Eschenauer and Olhoff (2001), the applied 
analysis varies then the density of the material in each cell of the grid, leaving a rough image of the 
compliant mechanism that is finally refined performing a classical shape optimization. This ap
proach is widely used in the design of compliant micromechanisms (see e.g. Ananthasuresh and 
Kota, 1995 and Kota et al., 2001). 

The above approach was derived fi-om a more general method called "homogenization 
method". In this case the material inside the design domain is treated as a composite made of a 
microstmcture consisting of a material and a void. For each element in the discretised design do
main, its void is defined using three parameters a, b and <9(Fig. 15). The optimization algorithm 
determines the value of these parameters for each element of the grid. 

These approaches, even if quite promising, are still in the refinement stage and at present no 
commercial tools based on them are available. Moreover, these methods seem not to be able to 
take into account very accurately during the optimization phase stress concentrations nor the para
sitic motions of the mechanism. 
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Figure 14. Continuous material density topology optimisation. 

,<^0 

Figure 15. Homogenisation method approach. 

References 
Abramowitz, M., and Stegun, I. A., ed. (1970). Handbook of Mathematical Functions with Formulas. 

New York, NY, USA: Dover Publications. 
Ananthasuresh, G. K., and Kota, S. (1995). Designing compliant mechanisms. Mechanical Engineering, 

November:93-99. 
Bhushan, B., ed. (2004). Springer Handbook of Nanotechnology. Berlin, D: Springer. 



www.manaraa.com

Design of Compliant Micromechanisms 133 

De Bona, F. and Zelenika, S. (1993). Characterisation of High Precision Parallel Spring Translators. In 
Ikawa, N., Shimada, S., Moriwaki, T., McKeown, P. A., and Spragg, R. C , eds., International Pro
gress in Precision Engineering. Stoneham, MA, USA: Butterworth-Heinemann. 161-112. 

De Bona, F., and Zelenika, S. (1997). A generalised Elastica-type approach to the analysis of large dis
placements of spring-strips. Journal of Mechanical Engineering Sciences - Proceedings of the 
Institution of Mechanical Engineers C211:509-517. 

De Bona, F., and Munteanu M. Gh. (2005). Optimized Flexural Hinges for Compliant Micromecha
nisms. Analog Integrated Circuits and Signal Processing 44:163-174. 

Eschenauer, H. A., and Olhoff N. (2001). Topology optimization of continuum structures: a review. 
Applied Mechanics Review 54:331-390. 

Gradshteyn, I. S., and Ryzhik, I. M. (1980). Table of Integrals, Series and Products. San Diego, CA, 
USA: Academic Press. 

Henein, S. (2001). Conception de guidages flexibles. Lausanne, CH: Presses Polytechniques et Universi-
taires Romandes. 

Hetrick, J., and Kota, S. (1999). An Energy Formulation for Parametric Size and Shape Optimization of 
Compliant Mechanisms. Journal of Mechanical Design 21(2):229-234. 

Howell, L. L. (2001). Compliant Mechanisms. New York, NY, USA: John Wiley & Sons. 
Jaecklin, V. P., Under, C , de Rooij, N. F., and Moret, J. M. (1992). Micromechanical comb actuators 

with low driving voltage. Journal of Micromechanics and Microengineering 2:250-255. 
Jones, R. V. (1988). Instruments and Experiences - Papers on Measurement and Instrument Design. 

New York, NY, USA: John Wiley & Sons. 
Kota, S., Joo, J., Li, Z., Rodgers, S. M., and Sniegowski, J. (2001). Design of compliant mechanisms: 

applications to MEMS. Analog Integrated Circuits and Signal Processing 29:7-15. 
Lobontiu, N. (2003). Compliant Mechanisms - Design of Flexible Hinges. Boca Raton, FL, USA: CRC 

Press. 
Lobontiu, N., and Garcia, M. (2005). Mechanics of Microelectromechanical Systems. Norwell, MA, 

USA: Kluwer Academic Publishers. 
Madou, M. (2002). Fundamentals of Microfabrication - The Science of Microfabrication. Boca Raton, 

FL, USA: CRC Press. 
Munteanu, M. Gh., De Bona, F., and Zelenika, S. (1996). An accurate non-linear analysis of very large 

displacements of beam systems. In Proceedings of the International Conference on Material Engi
neering. Gallipoli - Lecce, I. 59-66. 

Nishiwaki, S., Min, S., Ejima, S., and Kikuchi, N. (1998). Structural optimization considering flexibility. 
International Journal of the Japanese Society of Mechanical Engineers, C41:476-484. 

Paros, J. M., and Weisbord, L. (1965). How to design flexures hinges. Machine Design November: 151-
156. 

Peterson, R. E. (1974). Stress Concentration Factors. New York, NY, USA: John Wiley & Sons. 
Senturia, S. D. (2001). Microsystem Design. Norwell, MA, USA: Kluwer Academic Publishers. 
Slocum, A. H. (1992). Precision Machine Design. Dearborn, MI, USA: Society of Manufacturing Engi

neers. 
Smith, S. T., and Chetwynd, D. G. (1992). Foundation of Ultraprecision Mechanism Design. Amster

dam, NL: Gordon & Breach Science Publishers. 
Smith, S. T. (2000). Flexures - Elements of Elastic Mechanisms. Amsterdam, NL: Gordon & Breach 

Science Publishers. 
Timoshenko, S. P, and Gere, J. M. (1961). Theory of Elastic Stability. New York, NY, USA: McGraw-

Hill. 
Trylinski, W. (1971). Fine Mechanisms and Precision Instruments - Principles of Design. Oxford, UK: 

Pergamon Press. 



www.manaraa.com

134 F. De Bona and S. Zelenika 

Yang, G., and Nelson, B. J. (2004). Automated Microassembly. In Hsu T.-R. MEMS Packaging. Lon
don, UK: INSPEC. 

Zelenika, S., and De Bona, F. (2002). Analytical and Experimental Characterisation of High-Precision 
Flexural Pivots Subjected to Lateral Loads. Precision Engineering 26(4):381-388. 

Zelenika, S., Henein, S., and Myklebust, L. (2004). Investigation of Optimised Notch Shapes for Flex
ural Hinges. In Proceedings of the 3^^ International Workshop on the Mechanical Engineering 
Design of Synchrotron Radiation Equipment and Instrumentation. Grenoble, F. paper 04-25. 



www.manaraa.com

Micro- and Nano-assembly and Manipulation 
Techniques for MEMS 

Eniko T. Enikov 
Department of Aerospace and Mechanical Engineering, University of Arizona, Tucson, AZ, 

USA 

Abstract This paper presents a review of the most commonly used techniques 
for the assembly of micro-systems. Following a brief overview of the dominant 
forces working at this scale, the operation and design of mechanical, electrostatic, 
and magnetic micro-grippers is presented. The use of electrostatic forces is further 
described in the context of nano-assembly, where sub-micron-sized charged spots 
are used as the anchoring sites for nano-particles. 

1 Micro- and Nano-assembly: Purpose and Defining 
Characteristics 

Although MEMS devices are usually fabricated via massively parallel photolithographic 
techniques, sequential assembly is required in some instances. For example, heteroge
neous integration for vertical cavity surface emitting lasers (VCSELs) with silicon-based 
CMOS circuitry requires placement of the laser die onto a silicon substrate containing 
the electronic circuitry. Further applications include the assembly of dense arrays of high 
aspect-ratio structures such as IC probe cards or light-emitting diodes in display appli
cations. These assembly and packaging operations are costly and usually constitute the 
largest portion of the device's total cost. In order to increase the manufacturing through
put and reduce the re-tooling costs, it is desirable to develop flexible assembly schemes, 
allowing for quick adaptation to various part geometries and configurations. Responding 
to this need, research in this area has led to the development of micro-assembly tech
niques and robotic systems attempting to manipulate and assemble sub-millimeter-sized 
parts into functional devices (Vikram et al., 2000). 

The term micro-assembly has emerged to describe the assembly of components with 
sizes below 1 mm, and nano-assembly refers to manipulation of parts with sizes below 
100 nm. Micro- and nano-assembly can be sequential, when parts are assembled one-at-
a-time, or parallel, when multiple components are manipulated and assembled simultane
ously. Sequential assembly is more common in conventional (macro-scale) manufacturing, 
but parallel assembly is desired for MEMS devices, since they are produced photolitho-
graphically in a massively parallel fashion. Micro-assembly is most frequently needed 
when the parts cannot be fabricated on the same substrate due to process or material 
constraints. This is the case for optical devices such as laser diodes and detectors, which 
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are fabricated on GaAs, GaN, and other wide-band-gap materials. For example, semi
conductor laser diodes with a 300 //m footprint are commonly assembled into CD-ROM 
drives (Hara et al., 1993). 

Parallel micro-assembly can be deterministic if the relationship between the parts 
and their destination is known in advance, or stochastic when this relationship is random. 
Flip-chip wafer-to-wafer transfer (Cohn and Howe, 2000; Singh et al., 1999) is an example 
of deterministic assembly. Conversely, the process demonstrated by Jacobs et al. (2002) 
for the assembly of light-emitting diodes in a liquid bath represents a stochastic assembly. 

2 Characterist ic Features of Micro- and Nano-assembly 

The positioning and manipulation of small components has its own pecuharities stemming 
from the increased role of surface forces. As the size of the part is reduced, its surface 
area-to-volume ratio increases, leading to effects such as sticking and jumping during 
handling. Below a certain critical dimension, it is not possible to simply release these 
parts by using gravity. These effects could be understood better by considering the main 
forces acting on a spherical particle with radius r in close proximity to a planar surface 
(see Fig. 1). The body force, e.g. gravity, is given by 

— GnpperSur&ce 

CapiUaiy 
Condensatton 

— Spherical 
Part 

Figure 1. Forces acting on a sphere of radius r in close proximity to a surface. 

Fg = -Trpgr , (2.1) 

where p is the density of the part and g is the Earth's gravitational field. When such a 
part carries charge Q and is brought in proximity to a conductive plane (e.g. the surface 
of the gripper), the image charge induced in the gripper results in electrostatic attraction, 
which can be estimated as 

Fele (2.2) 
IGTrer '̂ 

where e is the dielectric constant of the medium surrounding the sphere. The particle 
charge Q could be due to contact electrification resulting from the contact potential 
difference between two metals, or it could be a result of the trapped charge stored in a 
dielectric layer on the surface of the part. In the case of contact electrification, the surface 
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charge is accumulated through tunneling as the two spheres are brought close to one 
another. The resulting surface charge density, a, can be estimated hy a = CO^/ZQ, where 
^ ?̂  0.5 V is the metal work function difference and ZQ ^ 1 nm is the tunneling distance 
(Lowell and Rose-Innes, 1980). These values result in charge densities on the order of 4 
mC/m^. Similarly, charges can accumulate in dielectric layers and their interfaces. In 
silicon dioxide, typical values are in the range 0.6 - 1.1 mC/m^ (Nicollian and Brews, 
2003). The total charge on the sphere can then be estimated hy Q = Anr'^a. 

The sphere will also experience van der Waals forces given by (Bowling, 1988) 

Fvdw = 
Ar 
6 ^ ' 

(2.3) 

where z is the distance between the sphere and the plane and A is the Hamaker constant 
(Israelachvili, 1991), whose value depends on the properties of the two surfaces and is 
on the order oi A ^ 10~19 J for solid surfaces. This force is surprisingly strong. For 
example, a sphere of radius 1 cm within 0.2 nm from a surface would experience Fydw = 4 
mN of force, which is easily measurable with standard equipment. Finally, if the particle 
and the surface are surrounded by a gas phase that can adsorb (condense) on the surface, 
then liquid meniscus is formed, a phenomenon known as capillary condensation (see Fig. 
1 (right).) The capillary force is given by the surface tension of the adsorbed film, JL, 
and the liquid contact angle, 0 (Israelachvili, 1991) 

cap ATvrjL cos 0. (2.4) 

A plot of the forces listed in Eqs. (2.1-2.4) versus the radius of the sphere is shown in 
Figure 2. As evident, the electrostatic and van der Waals forces dominate gravitational 

10" 

. ^ _ F electrostatic e 
F gravity 

, _ , - , F .,., van der Waals 
vdW 

_ _ - F capillary 

10"̂  10 
Radius, r, [m] 

10"^ 10"^ 

Figure 2. Relative magnitudes of forces acting on a sphere vs. its radius: gravitational, 
electrostatic, van-der-Waals, and capillary 
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forces for parts with dimensions below 2 - 3 mm. The immediate consequence of this is 
that small parts cannot be placed down by simply releasing them. Rather, active releasing 
techniques are needed to overcome the surface adhesion forces. Another consequence of 
the dominant surface forces is the inaccuracy of placement using conventional mechanical 
tweezers. Figure 3 illustrates this point. Numerous techniques for manipulating micro-

/iiniiiiiiiniiiifTP^nniiiii/iiiiiiuii 

U P«$fttofiifig Error Due to Part SllcHJi^ 

Figure 3. Part placement error due to surface adhesion 

parts have been explored in order to overcome the van der Waals and capillary forces. 
The control of the adhesion can be achieved through sharp protrusions designed to reduce 
the influence of van der Waals forces. Figure 4(left) illustrates the pick and release of a 
sphere using this concept. The success of this technique requires careful motion planning 
designed to roll the sphere through a sharp edge, where the attractive van der Waals 
forces are reduced (Miyazaki and Zato, 1996; Arai et al., 1996; Haliyo et al., 2001). 
Heating has also been used for controlling the surface forces. Arai and Fukuda (1997), 
for example, have developed a gripper containing an array of heated voids on its surface, 
as illustrated in Figure 4(right). Thermal expansion/contraction of the trapped gas is 
used to release/attach the grasped part. Repulsive forces generated by eddy currents 
were explored by Feddema et al. (2002) in an effort to release electrostatically clamped 
metal parts. While some of these methods produced promising results, the control of 
surface forces remains one of the most challenging problems in micro-assembly. 

3 Micro-assembly Techniques and Devices 

3.1 Mechanical Grippers 

Mechanical gripping is the oldest and most common assembly technique. It is not 
surprising, therefore, that MEMS technology has also been successfully applied to me
chanical gripping. Micro-mechanical tweezers have been developed using polycrystalline 
silicon (Kim et al., 1990; Keller and Howe, 1995), shape memory alloy (SMA) (Kohl 
et al., 2002; Bellouard et al., 1998; Hesselbach et al., 1997), electroplated metals (Car-
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Figure 4. Pick up and release using van der Waals force-based gripper [left, (Miyazaki 
and Zato, 1996)] and using gas expansion/contraction [right, Arai and Fukuda (1997)]. 

rozza et al., 1998), and piezoceramics (Breguet et al., 1997). Figure 5 shows an example 
of two micro-tweezers overhanging the edge of a Si chip. Folded-beam thermal actuators 
(Enikov and Lazarov, 2005) are used to close the jaws of the tweezers. This actuator 

Figure 5. Thermally actuated tweezers: (left) polycrystalline silicon (Keller and Howe, 
1995), reproduced with permission from MEMSPI.com; (right) electroplated Ni gripper. 

type is quite popular due to the simplicity of its design and operation. To produce a 
gripping action, current is passed along the metal beams, resulting in a non-uniform tem
perature distribution. The resulting deformation is towards the wider (inner) arm. When 
properly designed, 1.3-mm-long beams can easily produce displacements of up to 80 /im 
(Enikov and Lazarov, 2005). A detailed description of the design of these actuators is 
provided in an earlier chapter of this book. 
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3.2 Vacuum grippers 

Vacuum gripping is a traditional method used for placing surface-mounted compo
nents in IC industry. It requires smooth surfaces and relatively large gripping area to 
produce sufficient gripping force. Vacuum holding is especially useful in the manipulation 
of biological cells, for example during in-vitro fertilization (IVF) of egg cells (Kamura 
and Yanagimachi, 1995) (see 

Fig. 6. Using a pair of glass pipettes it is possible to hold an egg cell with one of 
them, while injecting it with a DNA material or spermatozoa via the second pipette. 

Figure 6. Mouse oocyte (egg cell) during intracytoplasmic sperm injection (ICSI). Photo 
courtesy of Dr. Kenneth Roberts, University of Minnesota. 

3.3 Electrostatic Grippers 

Due to its predictable nature, compatibility with vacuum equipment, and simple 
application, the electrostatic attachment has also been heavily studied (Gengenbach and 
Boole, 2000; Feddema et al., 2002; Enikov and Lazarov, 2003; Hesselbach et al., 2003). 
Numerous variants of the electrostatic attachment are possible, as illustrated in Figure 7. 
Depending on the number of electrodes, monopolar, bipolar, or multi-polar clamps are 
used. All of these utilize electrostatic forces of attraction. Depending on the materials 
and electrode geometry, the resulting attachment forces can vary significantly. While an 
attractive force exists for both conductive and dielectric objects, the force of attraction 
of the dielectrics is proportional to their polarizability (dielectric constant), resulting 
in much weaker attractive forces. The surrounding atmosphere also has a pronounced 
effect on the gripping force. For example, increasing the relative humidity above 65 
%RH resulted in a complete inability to pick up glass micro-spheres (Hesselbach et al., 
2003). The utility of an electrostatic attachment for conductive materials is, however, 
industrially proven. Commercial devices using this mechanism are already in use for 
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Figure 7. Electrostatic gripper: unipolar, bi-polar, and field-gradient based. 

clamping silicon wafers during plasma processing and during extreme ultraviolet light 
lithography (EUVL), for example (Mikkelson et al., 2004). 

The design of electrostatic grippers is quite straightforward. A common model of 
a bi-polar gripper is shown in Figure 8. The surface of the gripper is coated with a 
dielectric layer to allow manipulation of conductive parts (Enikov et al., 2005). The 

Part ~ 

GrippcT 

Figure 8. Bipolar electrostatic gripper with an air gap and its equivalent circuit 

holding force is a function of the total capacitance and can be obtained from the total 
electrostatic energy of the system E by differentiation 

F, = -
dE 

E 
CV^ 

(3.1) 
dd' ^ 2 

where C is the total capacitance of the two equal capacitors in series, V is the total 
voltage applied between the two electrodes, and d is the gap between the electrodes. 
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The total capacitance can be estimated (neglecting the fringe fields) from the following 
equations: 

^ = 2 ( i - + ^ + ^ ) ; Q = e o e | , ^ = 1,2,3; 5 = ^ (3.2) 

where A is the area of the assembled part (upper electrode), rj is the filling ratio, ^2 is the 
air gap thickness, 62 is the air dielectric constant, ds is the thickness of the dielectric layer 
on the part (this could be a Si02 layer on the Si part), and €3 is the dielectric constant 
of the dielectric layer. The gripper developed by Enikov and Lazarov (2003) has 10-
/im-wide electrodes at 10-/xm spacing (filling ratio of 7/ = 0.5 ). Equations (3.1)-(3.2) 
yield 

A 
C = €orj—j- —^, (3.3) 

4 ( " 1 I «2 1 d^ ) 
\ei 62 €3 J 

with a resulting clamping force of 

AV'^ 1 
Fe = eoe2V-^l^o^; ot ^ -^ . (3.4) 

V ^ d2ei ^ d2 €3 J 

This three-layer model can be used to predict the force in the case of a single dielectric 
layer {di.ds = 0) between the electrostatic gripper and the conductive part. If the 
dielectric layer has thickness d and dielectric constant e, Eq. (3.4) reduces to 

^e = e o e r / - ^ . (3.5) 

In order to increase the clamping force of the gripper, one can use a dielectric with 
a higher dielectric constant e, since the force is directly proportional to the dielectric 
constant of the gripper coating. Another option is to increase the filling ratio 77, which 
is limited by the potential dielectric breakdown between neighboring electrodes. In the 
case of an air gap between the part and the gripper, Eq. (3.4) shows that even if the 
dielectric constant of the gripper coating is very high (ei :^ 1), the force in the system 
is limited by the air gap, which has a low dielectric constant 62 ^ 1. For this reason, 
it is essential to have good planarity between the gripper and the part, and to avoid 
particulate contamination of the surface. 

Using the experimental device shown in Figure 9, Enikov and Lazarov (2003) mea
sured clamping forces using electroplated Ni parts. Because the force could only be 
applied to the tip of the part, a correction factor was needed to account for the non
uniform force distribution. Under these conditions, the measured force, Fmeas, is given 
by 

JP 17 ^ e ^ r2 ALeOi . . 
^meas = ^ e ^ y " = Ctheor»/ , Ctheor — ̂ 0^2^.,^,2/- ' W'^j 

where La is the arm of the applied force and Lg is the clamped length of the part. Figure 
10 shows the result of normal force measurements at various clamping potentials. The 
quadratic fit to the data resulted in Cexper = 5.7 x 10~^ mN/V^, which corresponds to an 
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Figure 9. (a) Fabrication sequence; (b) photomask used. 
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Figure 10. Normal force vs. clamping voltage of Ni part. 

effective air gap of ^2 
Ni surfaces. 

1.05/im, consistent with the typical roughness of electroplated 

An attractive characteristic of the electrostatic grippers is their ability to center (align) 
the clamped part with respect to a conductive pattern. The centering effect of an electro
static field can be understood by considering the electrostatic energy stored in a two-plate 
capacitor, neglecting the fringe fields (see Fig. 11) If the plates are separated laterally 
or transversally, the total energy stored in the capacitor decreases, i.e. external work is 
needed to separate the plates and reduce the stored energy. The force then can be cal
culated from an energy balance, which should include the power supply attached to the 
capacitor. In this case, the electrostatic force can be determined through the derivative 
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of the total energy (Bao, 2000) 

" " a:r ' ^ " dy ' az 
(3.7) 

where E is the total electrostatic energy stored in the capacitor and can be calculated 
through the parallel plate capacitance formula (see Fig. 11 for dimensions and notation) 

eo{w - x){v - y)V^ 
^= 2^ • 

From Eqs. (3.7) and (3.8), one can obtain the three forces 

_ eo{v-y)V'^ _ eo{w - x){v - y)V^ 

(3.8) 

2z 2z 
F . = -

eo{w - x){v - y)V'^ 
2^2 

(3.9) 
Equations (3.9) show that all three forces are directed towards closing the space between 
the capacitor plates. The lateral forces Fx and Fy are directed opposite to the dis-
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Figure 11. Parallel plate capacitor with laterally displaced plates by x, y^ and d, re
spectively. 

placements, x and y, and tend to align the two plates with respect to one another. The 
relative magnitudes of the three forces can be evaluated for x = z/ = 0 and z — d 

2d Fy = - 2d 2rf2 
(3.10) 

resulting in Fx = Fz x d/w and Fy = Fz x d/v. Since, typically, d/w ^ d/v ^ 
1/(100... 1000), one can see that the lateral centering force is 2-3 orders of magnitude 
smaller than the clamping force. Therefore, in order to achieve self-alignment, the fric
tion coefficient between the part and the gripper should be very small, /i ^ 0 .01 . . . 0.001. 
Using a 20-kHz ultrasonic field, Bohringer et al. (1998) demonstrated an effective friction 
coefficient of less than 0.002 for a silicon dioxide part placed over an Au electrode. In 
addition to the low friction coefficient, the controlled centering of parts requires a part-
matching electrode pattern. For example, a concentric electrode design has been used 
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by Oh (1989) and has later optimized by Hesselbach et al. (2003) for centering spherical 
and cylindrical objects. 

When discussing the operation of electrostatic grippers, one has to consider the possi
bility of electric charge retention. Charge can be trapped at interfaces between conduct
ing and dielectric layers and inside dielectrics (Enikov and Palaria, 2004). This charge 
can be quantified using a scanning probe microscopy technique known as Kelvin probe 
microscopy (Jacobs et al., 1999). This is a two-scan technique. During the first scan, 
the topography of the surface is recorded. The second scan is used to record the electric 
potential by retracting the probe to a constant height above the surface. Both scans 
are performed in tapping mode, that is, the cantilever is oscillated with constant am
plitude. Since the amplitude of oscillation is a function of the surface/tip distance and 
the resulting force interactions, any difference between the potentials of the cantilever 
and the surface will result in a change of the amplitude or phase of oscillation. Thus by 
applying a bias voltage to the cantilever that is equal to that of the surface, its oscillation 
amplitude is kept constant. This potential is reported as the surface potential. Figure 12 
shows the residual surface potential generated by a trapped charge on the gripper surface 
15 minutes after voltage application. The solid white arrow indicates the location of the 
positive electrodes while the solid black arrow indicates the negative electrodes. The 
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Figure 12. Residual surface potential of the gripper after application of 150V clamping 
voltage. 

total potential difference is approximately 0.9 V. Over time, some of the trapped charge 
is neutralized through several possible mechanisms: recombination with airborne ions 
or ions generated by naturally occurring ionizing radiation, or surface and bulk ionic 
diffusion. Most frequently, dissociated water molecules are linked to oppositely charged 
species for the neutralization process. Based on potential measurements conducted at 5, 
15, and 30 minutes after charge application (see Fig. 13), the estimated time constant 
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for charge dissipation was 25 minutes. In the case of a Ni part, the voltage required 

11 
o — 

I i 
s i 

e 

120o4 

6O0 

eoo 

l\ ̂
 

H 

' 1 ' 1 
6 10 

» 1 

n 20 

" • ^ - " - ^ 

1 
25 

^"-« 

• 1 ' 

Duration Time (min) 

Figure 13. Charge decay time history. 

to balance its own weight of 2.5 /xN is 0.21V [from Eq. (3.6)]. It is therefore estimated 
that it will take up to 47 minutes to release the part under the action of its own weight, 
assuming that no significant van der Waals forces are present. Active release techniques 
are needed in order to successfully implement this technology. These include ultrasonic 
excitation (Bohringer et al., 1998), electromagnetic eddy current pulses (Feddema et al., 
2002), thermal excitation (Arai and Fukuda, 1997), or rapid voltage reversal . While 
these efforts have produced improved release techniques, a reliable solution to this prob
lem is yet to be found. 

3.4 Magnetic Manipulation 

Magnetic manipulation of micro-particles and objects has been explored for almost 
a century. In particular, observation of the motion of magnetic beads under a known 
magnetic force field has been used to determine viscoelastic properties of gels (Freundlich 
and Seifriz, 1923), as well as cytoplasm of biological cells (Crick and Hughes, 1950; Zaner 
and Valberg, 1989). More recently, Dietrich et al. (2004) demonstrated catheter steering 
using externally applied magnetic fields generated with permanent magnets. Naturally, 
magnetic manipulation of MEMS structures has also been explored by several groups. 
Judy and Muller (1997) used a magnetic force field to erect polycrystalline structures 
coated with a ferromagnetic layer and Ahn et al. (1996) developed a magnetic particle 
sorter. A novel application of the magnetic manipulation technique has been pioneered 
by Yesin et al. (2005), who developed a magnetically steered micro-robot assembled 
from individual ferromagnetic components. These were produced by a photolithographic 
process and subsequently assembled into a structure resembling a prolate spheroid (see 
Fig. 14.) When subjected to an external magnetic field, this structure is magnetized 
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Figure 14. Ferromagnetic micro-robot assembled from electroplated components (Yesin 
et al., 2005). Courtesy of Prof. Nelson). 

and develops magnetic force and moment according to 

Fm = f V{M-B)dv 
JVm 

M , L M X Bdt), 

(3.11) 

(3.12) 

respectively, where Vm is the volume of the magnetized object, B is the magnetic flux 
density, and M is the magnetization of the object. The object is magnetized using an 
external magnetic field, H, produced by several coils. For a linear isotopic material, the 
magnetization vector is proportional to the magnetic field strength 

M - XmH, (3.13) 

where Xm is the material's magnetic susceptibility. The magnetic flux density then 
becomes 

B = / i o ( l + X m ) H = /XoMrH, (3.14) 

where /io is the magnetic permeability of the vacuum, and fir is the relative permeability 
of the object. Because of the prolate shape of the micro-part, the magnetization vector 
M tends to align itself with the major axis of the object (shape anisotopy eff'ect (Aharoni 
and Shtrikman, 1957)). This effect aids in the development of torque according to Eq. 
(3.12), even though the electroplated material could be microscopically isotropic. To 
independently control the force and torque, Yesin et al. (2005) used two pairs of co-axial 
coils. One of the pairs was driven by currents in the same direction, producing a uniform 
magnetic field in the space between the coils (Helmholtz coils), while the other pair was 
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driven with opposing currents, producing uniform gradient of the magnetic field (Maxweh 
coils). Controlling the field and its gradient independently, it was possible to steer and 
propel the micro-robot through a two-dimensional maze filled with fluid. 

4 Nano-Assembly Techniques 

Nano-assembly of macromolecules and inorganic particles is an area of active research 
with great potential for application in bio- and nano-technology. Several approaches 
have been explored for the fabrication of organized molecules on a nanometer scale. The 
Langmuir-Blodget (LB) technique can be used for the transfer of organized monolayers 
of amphiphilic molecules from an air-water interface onto a solid substrate (Meyer et al., 
1991), self-assembled monolayers (SAMs) of molecules with proper end-groups can be 
accomplished by chemisorption (Schoenfisch and Pemberton, 1998); and layer-by-layer 
deposition of films can be done electrostatically. In the last method, the Coulombic 
attraction between physisorped molecules and oppositely charged counter molecules in 
dilute solutions is utilized (Tien et al., 1997). 

While these deposition methods form the basis of many industrially relevant pro
cesses, the only techniques available for pattern formation in the deposited films are 
photolithography (Sorribas et al., 2002), soft-lithography (PDMS stamping) (Whitesides 
et al., 2001), molecular imprinting (Cheng et al., 2001), and dip-pen nanolithography 
(DPN) (Wilson et al., 2001). The first two techniques utilize standard ultraviolet or 
e-beam lithography, resulting in relatively large patterns with minimum feature sizes of 
approximately 100 nm. The molecular imprinting technique temporarily incorporates 
larger molecules (template molecules) in the self-assembled monolayer. These are sub
sequently washed off, leaving behind an imprint of the template molecules. Although 
very promising, this technique is plagued by surface diffusion, resulting in the gradual 
destruction of the molecular imprints. Nano-assembly by means of dip-pen nanolithogra
phy (DPN) uses an atomic force microscope tip to pattern the molecules onto the surface 
in a desired size and shape ranging in width from 30-800 nm up to 100 /xm in length 
(Wilson et al.. 2001). 

Recent progress in the assembly of nano-particles has resulted in a new method based 
on injected charges (Enikov and Palaria, 2004; Palaria and Enikov, 2006; Naujoks and 
Stemmer, 2005; Welle and Jacobs, 2005). This technique opens the possibility of scal
ing up the nano-assembly to practically viable manufacturing technique. The assembly 
process, also dubbed nanoxerography, has been demonstrated in liquid and gas phases 
(Naujoks and Stemmer, 2005; Welle and Jacobs, 2005). The technique was first sug
gested by Wright and Chetwynd (1998) in their review paper inspired by the work of 
Green et al. (1997), who demonstrated dielectrophoretic trapping of sub-micrometer latex 
spheres and bioparticles between a polynomial electrode array. 

Molecular dielectrophoresis of avidin and DNA was also demonstrated around the 
same time (Bakewell et al., 1998). Later, Fudouzi et al. (2002) demonstrated the assembly 
of silica particles with a resolution of approximately 5 //m using electrified patterns 
created by a focused ion beam (FIB) writing on a calcium titanate substrate. Krinke 
et al. (2001) demonstrated 100-nm patterns of gold particles deposited from a gas phase 
onto a silicon dioxide substrate. Barry et al. (2003) developed PDMS stamps to be used 
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as electrodes for electrifying patterns onto PMMA substrates. Recently, Naujoks and 
Stemmer (2004) demonstrated that a xerography-like process allows the direct fabrication 
of sub-micron spots of bio-molecules from an insulating oil phase (FC-77). Here, we 
review the underlying phenomena utilized in this assembly process. 

4.1 Charge Writing for Nano-Assembly 

The electrostatically-assisted nano-assembly protocol consists of two steps. During 
the first step, charged spots are deposited into a dielectric substrate. Subsequently, the 
substrate is exposed to a suspension of nano-particles, which assemble under the action 
of the non-uniform electrostatic field. Figure 15 illustrates the charging process. An 
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Figure 15. Assembly of nano-particles via charge writing with an AFM tip. 

atomic force microscope (AFM) tip is used to inject a space-limited charge into the silicon 
dioxide. The silicon substrate is electrically connected to the grounded chuck of the AFM 
microscope. The tip is then biased with respect to the substrate at a fixed potential for 
a given amount of time, r . During this time, a charge is injected into the substrate 
through tunneling (Raju, 2003). Using the Fowler-Nordheim tunneUng law, Palaria and 
Enikov (2006) developed a one-dimensional (ID) model for the charging process that can 
be used to estimate the strength of the field prior to nano-assembly. The model is based 
on Gauss' law, the charge conservation law, and the tunneling current law. The Gauss' 
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law in ID is given by 

e^Eo - esEs = -qut, (4.1) 

where Eo is the electric field in the oxide (assumed constant), Es is the electric field at 
the silicon surface, q is the elementary charge, and rit is the filled electron trap surface 
density. Assuming that no de-trapping occurs, the charge conservation law requires that 
the entire tunneling current is consumed for filling the traps, which leads to 

^ = ( i V . - n . ) ^ , (4.2) 
at q 

where Â^ is the initial empty trap density and a is the trap cross section. The tunneling 
current is given by the Fowler-Nordheim model (Raju, 2003) 

J = CoEle-^^/^% (4.3) 

where J is the current density, EQ is the electric field in the oxide, and CQ and CE are 
the Fowler-Nordheim constants given by 

C = ^^ and C = ^^\ /Q'^^^^^g (4 4) 
3.367Th(f)B 3/i 

where h is the Planck's constant, 0^ is the potential barrier height (see energy band-
diagram in Fig. 16), and q and m are the charge and the electron rest mass, respectively. 
The electric field in the oxide, Eo, can be related to the applied potential to the AFM 
tip, V, and the surface potential of the Si by 

V = (l)s- Eoho, (4.5) 

where (ps is the surface potential of silicon, ho is the thickness of the oxide layer. £"5 can 
be expressed in terms of ^s using hole accumulation conditions at the Si surface (Muller 
and Kamins, 1986) 

Es = ^M^J^ (e-i^s/kT _ 1) + <̂ .̂ (4.6) 

Substituting Es from Eq. (4.6) and and Eo from Eq. (4.1) into Eq.(4.5) gives 

4>s ' V ^ V T i^-"^'^'^ - 1) + 0« - qnA /eo ho + V = 0, (4.7) 

which is an implicit equation for the silicon surface potential (ps- Upon solution, one can 
use Eq.(4.5) to obtain the electric field in the oxide. Subsequently Eqs.(4.3) and (4.2) 
can be used to obtain the time required for filling the traps, as shown in Figure 17. 
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Figure 16. Energy band diagram of MOS structure representing the charge writing setup 
with 9 V applied to the metal electrode. EQX represents vacuum level, Ecx represents 
the lower edge of the conduction band, Evx the upper edge of the valence band, and 
Epx the Fermi level; x is the electron affinity, Eg = Ecx — Evx the silicon band-gap, (f) 
the metal work-function, V the applied potential bias, and (pB the tunneling potential 
barrier. The sub-subscripts x = 5 , 0 , and M denote semiconductor, oxide, and metal, 
respectively; 0^ is deduced as 0^ = F — xo- The dotted lines (primed notation) show 
the position of the bands before the application of the bias potential and the solid lines 
after biasing. 

4.2 Driving Forces for Nano-Assembly 

Gas phase and liquid phase assembly are the two main media used to transport 
the nano-particles to the assembly site. Assembly in the gas phase usually requires 
complex apparatus, including aerosol production using evaporation (Krinke et al., 2001) 
or electro-spraying (Welle and Jacobs, 2005), followed by charge neutralization to reduce 
the charge on the electro-sprayed particles, and an electrostatic steering chamber to guide 
the particles to the assembly sites (Welle and Jacobs, 2005). Alternatively, assembly in a 
liquid phase is much simpler and involves submersing the charged sample in a dielectric 
liquid containing the nano-particles. Only highly dielectric non-polar liquids are suitable 
for this technique, which limits the choice of dielectric fluids to mostly perfluoro-carbons, 
for example perfluorohexane (C6F14). Limited information is available on the interaction 
between this liquid and the nano-particles. Fudouzi et al. (2002) estimated the surface 
charge, Q, of the particles from measurements of their zeta potential, C, which are related 
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Figure 17, Plots of (i) the experimentally obtained peak potential and (ii) the scaled 
potential due to a simulated trapped charge extending over a radius of 150 nm vs. charge 
writing time (for comparison). The scaling factor for (ii) is 1.15. 

through the following relation 
Q = 4:7rRueieoC (4.8) 

where z/ is the viscosity of the liquid, e/ is its dielectric constant, and R is the radius of 
the nano-particle. The measured zeta potential was -25 mV, corresponding to -7xl0~^^ 
C/particle of particle charge. If the particles do not possess a net charge and have 
different dielectric properties than the surrounding medium, a dielectrophoretic force, 
^dep5 created by a non-uniform external field can drive the assembly according to the 
well-known Clausius-Mossotti equation (Hughes, 2000) 

F^,^^2^R\iKVE\ K = 
2ei 

(4.9) 

where K is the Clausius-Mossotti factor and €p is the dielectric constant of the particle. 
Under the combined action of these forces, the dispersed nano-particles assemble onto 
the charged sites. This is illustrated in the lower half of Figure 15 

5 Summary 

This chapter represents a brief overview of the main developments in micro-assembly 
techniques for micro-systems as presented in the actual lectures during the CISM short 
course on Micro-Mechanical Systems Design (June 28 - July 2, 2004). Due to its future 
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importance, an additional section on nano-assembly has been included in the printed 
version of these lecture notes. The material in this chapter does not constitute an ex
haustive review of all micro- and nano-assembly techniques, but merely attempts to 
capture the experience of the author in the use of several such techniques for micro- and 
nano-assembly. 
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Abstract. This paper presents the basic concepts related to the newly emerging field of 
microfluidics. Following a brief introduction of the general conservation and particular 
laws, three size effects are introduced. The velocity slip boundary condition for gas flows as 
well as the electrokinetic and polar-mechanics effects for liquid flow in microdomains are 
introduced. Pressure-driven gas flows and electrokinetically-driven liquid flows in mi-
crochannels are analyzed in details. Finally, several flow diagnostic techniques and 
fabrication of microfluidic systems are described. 

1 Introduction 

With the start of the new millennium, the subject of microfluidics has become an integral part of 
several research areas, most notably in bio applications, becoming the foundation of a nev^ field 
popularly called Bio-MEMS. A ftindamental requirement for the commercial success of any mi-
crofabrication technology, e.g. microfluidics, is an application with a very large demand. Such an 
application is an essential technology driver that provides sufficient economic pull for the adequate 
recovery of infrastructure investments to sustain continued research into new and improved devices 
at very low unit cost. A new application for MEMS in general and microfluidics in particular that not 
only satisfy this requirement but also promises enormous potential for grov^h is biotechnology. 
Such a broad base application may prove to be a decisive technology driver for microfluidics. 
Several titles have already appeared in print addressing theoretical/numerical (Kamiadakis and 
Beskok 2002) or devices/technology (Nguyen and Wereley 2002) aspects of microfluidics. As in 
any emerging field, what exactly constitute a microfluidic system is not well-defined. Certainly, the 
term 'micro' suggests a length scale on the order of a micrometer, while 'fluidics' indicates a system 
in which gas, liquid or a mixture of both is involved either in a primary or secondary role. Clearly, if 
fluidic microsystems are to be considered different from macrosystems, it means that properties of 
microscale flows cannot be deduced from their macro counterparts by simple scaling. Due to the 
size effect, some fluid phenomena negligible at macro domains become dominant in micro domains 
and vise versa. The field of microfluidics was initially thought to be simple as flow phenomena such 
as turbulence, flow separation or hydrodynamic instabilities were to be suppressed due to the close 
proximity of the solid boundaries. However, it has quickly become apparent that flows in micro
systems can be very complex, despite the stabilizing effect of the walls, due to the dominant role of 
the fluid/solid interaction on the flow development. Hence, theoretical models and numerical 
simulations of fluidic microsystems have to account for such effects in order to facilitate adequate 
comparisons with experimental results when available. 

The field of microfluidics embraces not only the science of fluid flows in microscale but also the 
microfabrication technologies required to realize such microsystems as well as the diagnostic 
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techniques needed to measure various flow properties. Microfluidic systems stand to benefit from 
numerous advantages including: higher spatial resolution, smaller time constant, and batch fabri
cation to ultimately lower the cost of commercial devices and systems. An attractive feature of 
microsystems is the potential for high degree of integration of various components on a single chip. 
The possibility of integrating sensors and actuators with electronic circuits holds the promise of 
manufacturing microfluidic systems with sensing, decision-making and action capabilities. 

Fluid flows, whether macro or micro, have an enormous scope of applications and are classified 
in different categories based on distinct characteristic features. Internal flows are bounded by solid 
boundaries while external flows typically engulf a solid body and theoretically extend to infinity. 
Free flows such as jets or wakes evolve without an interaction with a solid boundary. Multi-phase 
flows, as opposed to single-phase flow, involve the flow of matter in at least two phases. Prominent 
among them are two phase flows of liquid-vapor mixtures with the complexity of interfacial phe
nomena, and suspension flows of solid particles immersed in liquid flows. Experience indicates that 
it is highly constructive to select simple case-studies in order to demonstrate complex effects. 
Therefore, pressure-driven gas flows and electrokinetically-driven liquid flows in microchannels 
have been selected illustrate the size effects in microfluidic systems. A brief description of several 
diagnostic techniques as well as the fabrication of a few fluidic microsystems is also included. 

2 Fundamentals of Microscale Fluid Mechanics 

2.1 The continuum hypothesis 

Even though fluids seem to be continuum according to our observation in general, they are however 
composed of many finite-size molecules with finite distance between them. These molecules are in 
constant random motion and collisions. Hence, fluids are no longer continuum but composed of 
individual particles when we scale down our observation volume to be sufficiently small. But, how 
large should the observation volume be? If the observation volume is large enough to contain a 
sufficient number of molecules of the fluid to give an average value for any property that is con
tinuous in space and independent of the number of molecules, the fluid can be treated as continuous 
such that the density and velocity are continuous and differentiable in space and time. 

5m 
5V r-

I 

5V 
8V 

Figure 2.1.1. The average density as a function of the sampling volume. 
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2.2 Mean free path 

The molecular scale in gases most relevant to transport of momentum and energy is the mean free 
path which is defined as the average distance traveled by the molecules between successive colli
sions; this is different from the average distance between molecules. Base on kinetic theory of gases, 
the mean free path X can be calculated as a frinction of the gas properties and conditions as follows: 

P\ 2 

72 

(2-1) 

The non-dimensional form of mean free path, Knudsen number Kn, is regarded as the parameter 
for determining the validity of the continuum assumption defined as: 

L 
(2-2) 

liKn approaches zero, the system can be classified as continuum mechanics problem because 
the characteristic length scale is much larger than the mean free path. Flows are classified among 
different regimes based on Kn as follows (Schaaf and Chambre 1961): 

Table 2.1.1. Classification of the different gas flow regimes. 
Kn<m^ 

\0'^<Kn<\0-^ 
W^<Kn<\0^ 
\^^<Kn 

Continuum Flow 
Slip Flow 
Transition Flow 
Free Molecular Flow 

2.3 Thermodynamic concepts (Equilibrium) 

The most convenient framework within which fluid mechanics problems can be studied is the 
system, which is a quantity of matter not necessarily constant, contained within a boundary. The 
boundary can be physical, partly physical and partly imaginary, or wholly imaginary. The physical 
laws to be discussed are always stated in terms of a system. A control volume is any specific region 
in space across the boundaries of which mass, momentum and energy may flow, and within which 
mass, momentum and energy storage may take place, and on which external forces may act. The 
complete definition of a system or a control volume must include, implicitly at least, the definition of 
a coordinate system, since the system may be moving or stationary. The characteristic of a system of 
interest is its state, which is a condition of the system described by its properties. A property of a 
system can be defined as any quantity that depends on the state of the system and is independent of 
the path, i.e. previous history, by which the system arrived at the given state. If all the properties of a 
system remain unchanged, the system is said to be in an equilibrium state. 

A change in one or more properties of a system necessarily means a change in the state of the 
system has occurred. The path of the succession of states through which the system passes is called 
the process. When a system in a given initial state goes through a number of different changes of 
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state or processes and finally returns to its initial state, the system has undergone a cycle. The 
properties describe the state of a system only when it is in equilibrium. If no heat transfer takes place 
between any two systems when they are placed in contact with each other, they are said to be in 
thermal equilibrium. Any two systems are said to have the same temperature if they are in thermal 
equilibrium with each other. Two systems that are not in thermal equilibrium have different tem
perature, and heat transfer may take place from one system to the other. Therefore, temperature is a 
property, which measures the thermal level of a system. 

2.4 General Laws 

A physical law is called a general law if its application is independent of the medium under con
sideration. Otherwise, it is called a particular law. The three general laws, upon which all the 
analyses concerning fluid mechanics depend, are: 
- Conservation of mass 
- Conservation of momentum 
- Conservation of energy 

Conservation of mass: The law of conservation of mass simply states that, in the absence of any 
mass-energy conversion, the mass of the system remains constant. Thus, in the absence of a source 
or a sink, the rate of change of mass in a control volume is equal to the mass flux through the control 
surface. 

[pdu-^ \p{V'n)dA = 0 (2-3) 
dt 

cv cs 

^ + p(VV)=0 (2-4) 
Dt 

For the time independent problem, steady-state flow, 

V(/7U)=0 (2-5) 

For the time independent problem with incompressible substance, 

V U = 0 (2-6) 

Conservation of momentum: Newton's second law of motion states that the sum of the external 
forces, Z/^, acting on a system in an inertial coordinate system is equal to the time rate of change of 
the total linear momentum of the system. 

{pVdu + \pV{V • n)dA = ^¥ (2-7) 
dt 

cv cs 

p — = -VP + /7f + //V^U (2-8) 

Equation 2-8 is the Navier-Stokes equation. 
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Conservation of energy: The first law of thermodynamics, which is a particular statement of 
conservation of energy, states that the rate of change in the total energy of a system, E, undergoing a 
process is equal to the difference between the rate of heat transfer to the system, g, and the rate of 
work done by the system, W. 

— [pedv+ \pe{V'n)dA = — = Q-W (2-9) 
cv cs 

pCp^^^-^ = kV^T-^^ (240) 

Where dissipation due to friction, 0, is given by, 

<D = 2 ^]\(^]' + M l + f̂  + ̂ y +f^ + ̂ f +f^ + ̂ Y (2-11) 
dxj ydyj \dzj [^dx dy J ^dy dz J ydz dx J 

2.5 Particular Laws 

Heat convection: Newton's law of cooling states that the heat flux from a solid surface to the 
ambient fluid by convection, q , is proportional to the temperature difference between the solid 
surface temperature, T̂w and the fluid free-stream temperature, Too, as follows, 

q^^=h{T^-T^) (2-12) 

Where h is the heat transfer coefficient. 

Equation of state: A system in thermodynamic equilibrium is incapable of spontaneous change as 
it is in complete balance with the surroundings. The state of a pure substance at equilibrium is 
defined by two independent properties. All other properties are then uniquely determined in terms of 
these two properties. They may be found either by experiment or by the used of suitable equations of 
state. For example, it has been established that the behaviour of gases at low density is closely given 
by the ideal-gas equation of state: 

P = pRT (2-13) 

where R is the specific gas constant. At very low-density, all gases and vapours approach ideal-gas 
behaviour. However, the behaviour may deviate substantially from that at higher densities. 

Size effects: Length scale is a fiindamental quantity that dictates the type of forces or mechanisms 
governing physical phenomena. Miniaturization of systems, therefore, involves not new physical 
laws or forces but rather different physical behaviour due to the difference in relative contribution of 
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various forces or mechanisms. The large surface-to-volume ratio in micro devices accentuates the 
role of surface effects. Furthermore, the intrinsic length scale in gases, the mean free path, is much 
larger than the average distance between liquid molecules. Consequently, in microscale convection 
heat transfer, the size effects observed in single-phase gas or liquid flow and two-phase va
pour/liquid flow are radically different from each other. 

Non-continuum mechanics: The flow of a gas in the continuum regime can be thought of as the 
combination of a random molecular motion superposed on an ordered directional flow. Near a solid 
boundary, there are two possible ways in which a molecule may reflect from a stationary surface as 
illustrated in Figure 2.5.1. If the solid surface is perfectly smooth, the reflection is specular; the angle 
of incidence is equal to the angle of reflection with no change in the velocity component tangential 
to the surface. In a real case, however, the surface is not smooth but rather rough, and the reflection 
is diffuse; the molecules may move away from the wall at any angle. Arkilic et al. (1997) investi
gated that, for the diffuse reflection, on the average, the molecules essentially lose their tangential 
velocity component. 

All directions equally probable 
for reflected molecule 

(a) (b) 
Figure 2.5.1. Schematic illustration of (a) specular, and (b) diffuse reflection. 

If the mean free path becomes very large, intermolecular collisions become infrequent. Mole
cules arriving at a surface from a free stream may not have had a chance to be slowed down by 
collisions with other molecules; rather they arrive at the surface with free stream velocity, little 
affected by the presence of the solid surface. On the other hand, the molecules reflected diffusely 
from the wall have no net tangential velocity. Those reflected specularly have the same tangential 
velocity as the incident molecules. If ay denotes the fraction of diffusely reflected molecules, 
Beskok and Kamiadakis (1994) modeled the average velocity at the surface through Maxwell's 
velocity-slip condition: 

(jjj on 
(2-14) 

Similarly, the gas temperature at the solid surface is given by Smoluchowski's temperature-jump 
condition: 

T -T 
J w 

2-(IT 2C^ k _^T 

Cp+Cv f^p 5« 
(2-15) 
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U^ and T^ are the sohd-surface velocity and temperature, while Us and 7} are the gas-flow velocity 
and temperature at the boundary, respectively; n is the direction normal to the surface, while Cp and 
Cv are the specific heats. cTy and aj are the tangential momentum and energy accommodation coef
ficients, which model the momentum and energy exchange of the gas molecules impinging on the 
solid boundary. They can vary from zero (specular accommodation) to one (complete, or diffuse 
accommodation). When gas molecules impinge on a surface, in general, the molecules exchange 
three properties with the surface: energy, normal momentum and tangential momentum. The extent 
to which impinging molecules reach equilibrium with the surface is represented by the accommo
dation coefficients. 

The accommodation coefficients are empirically determined, and depend on both the gas 
molecules and the solid surface. Among the important parameters determining the reflection char
acteristics of a solid-gas interface is the surface roughness. If the surface is smooth on a molecular 
scale of the impinging gas, the reflection will be perfectly specular with no streamwise momentum 
transfer to the solid surface; this implies that the incident is equal to the reflected streamwise velocity 
and (7jj=0. If the surface is rough on a molecular scale, all the streamwise momentum will be 
transferred to the surface. This diffuse reflection is characterized by complete transfer of streamwise 
momentum with Otr^l. The accommodation coefficients depend not only on the geometry of the 
surface but also on the molecular species adsorbed on the surface. For example, it was reported by 
Lord (1974) that partially removing the adsorbed gas layer in polished steel, with surface roughness 
of 0.1 }im, the tangential accommodation coefficient for helium could be reduced from near unity to 
about 0.8. However, by partially removing the adsorbed gasses, no similar reduction could be 
obtained for steel that was roughened. Although the exact nature of the accommodation coefficients 
is still an active research problem, almost all evidence indicates that for most gas-solid interactions 
the coefficients are approximately 1.0. 

2.6 Electrokinetics 

Most solid surfaces are likely to carry electrostatic charge, i.e. an electric surface potential, due to 
broken bonds and surface charge traps. When a liquid containing small amount of ions is forced 
through a microchannel under hydrostatic pressure, the solid-surface charge will attract the 
counter-ions in the liquid to establish an electric field. The arrangement of the electrostatic charges 
on the solid surface and the balancing charges in the liquid is called the Electric Double layer, EDL, 
as illustrated in Figure 2.6.1. Counter-ions are strongly attracted to the surface forming a compact 
layer, called the Stem layer, of immobile counter ions at the solid/liquid interface due to the surface 
electric potential. Outside this layer, the ions are affected less by the electric field and are mobile. 
The distribution of the counter-ions away from the interface decays exponentially within the diffuse 
double layer, called the Gouy-Chapman layer, with a characteristic length inversely proportional to 
the square root of the ion concentration in the liquid. The EDL thickness ranges from a few up to 
several hundreds of nanometers, depending on the electric potential of the solid surface, the bulk 
ionic concentration and other properties of the liquid. Consequently, EDL effects can be neglected 
in macrochannel flow. In microchannels, however, Yang (1998) reported the EDL thickness is often 
comparable to the characteristic size of the channel, and its effect on the fluid flow and heat transfer 
may not be negligible. 
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Figure 2.6.1. A schematic of the electric double layer (EDL) structure at the vicinity of the solid/liquid 
interface. 

Consider a liquid between two parallel plates, separated by a distance //, containing positive and 
negative ions in contact with a planar positively charged surface. The surface bears a uniform 
electrostatic potential y/o, which decreases with the distance from the surface. Mala (1997) reported 
that the electrostatic potential, i//, at any point near the surface is governed by the Debye-Huckle 
linear approximation: 

An 
(2-16) 

The characteristic thickness of the EDL is the Debye length, defined as 

^D - (2-17) 

where s is the dielectric constant of the medium, £b is the permittivity of vacuum, and kb is the 
Boltzmann constant, z is the valence of negative and positive ions, e is the electron charge, and «o is 
the ionic concentration. If the electrical potential of the channel surface is small and the separation 
distance between the two plates is larger than the thickness of the EDL (H/2Ajy>l) so that the EDLs 
near the two plates do not overlap, the appropriate boundary conditions are: y/=0 at the mid-point 
(y=0) and i//=i//,y on both walls (y=±H/2). The solution is then: 

sm 
y/ = g-

h{y/A^] 
(2-18) 

sinh(///2A^) 

where ^ is the zeta electric potential at the boundary between the difftise double layer and the 
compact layer. The potential in the diffuse double layer results in an electric body force acting on 
fluid particles along with the pressure and viscous forces. This force could be significant in mi-
crochannel liquid flow, and should be included in the momentum equation. At the thin EDL limit 
De»l (with zero pressure-gradient), the velocity profile of an electroosmotic flow in a channel or a 
tube is approximately uniform (plug flow) given by: 
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U{y) = -?^^^ (2-19) 

where E is an externally applied electric field, while the Debye number is defined as: 

De^— (2-20) 

1.1 Polar mechanics 

In addition to the usual concepts of classical nonpolar fluid mechanics, there are two main physical 
concepts associated with polar mechanics: couple stresses and internal spin (Stokes, 1984). In 
nonpolar mechanics, the mechanical action of one part of a body on another is assumed to be 
equivalent to a force distribution only. However, in polar mechanics, the mechanical action is 
assumed to be equivalent to both a force and a moment distribution as illustrated in Figure 2.7.1. 
Thus, the state of stress at a point in nonpolar mechanics is defined by a symmetric second order 
tensor, which has six independent components. On the other hand, in polar mechanics, the state of 
stress is determined by a stress tensor and a couple stress tensor. 

X 

Figure 2.7.1. Stresses acting on an infinitesimal tetradedron. 

In classical fluid mechanics, all the kinematic parameters are assumed to be determined once the 
velocity field is specified. Thus, if the velocity field is identically zero, both the linear and angular 
momentum of all material elements must also be identically zero. However, when a particle has no 
translation velocity, so that its linear momentum is zero, it may still be spinning about an axis, giving 
rise to an angular momentum. Thus, angular momentum can still exist even in the absence of linear 
momentum. In polar mechanics, specifying the velocity field is not sufficient, and additional ki
nematic measures must be introduced to describe this internal spin. 
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The most important effect of polar mechanics is the introduction of a size-dependent effect that 
is not predicted by the classical nonpolar theories. The class of theories in which both the effects of 
couple stresses and micro-rotation are simultaneously taken into account in a systematic manner are 
termed micro fluids. Micropolar fluids are the simplest subclass of micro fluids, obtained by re
stricting the gyration tensor to be skew-symmetric. In micropolar fluids, rigid particles contained in 
a small volume can rotate about the center of the volume element described by the micro-rotation 
vector, but neither micro-deformation nor micro-stretch is admissible. This local rotation of the 
particles is in addition to the usual rigid body motion of the entire volume element. In micropolar 
fluid theory, the laws of classical continuum mechanics are augmented with additional equations 
that account for conservation of microinertia moments. Physically, micropolar fluids represent 
fluids consisting of rigid, randomly oriented particles suspended in a viscous medium, where the 
deformation of the particles is ignored. The modified momentum, angular momentum and energy 
equations are: 

yc^—= V.r + /7f (2-21) 
Dt 

p I ^ = V'CT^pg^T, (2-22) 

DT 
pCp^=^ = kV^T^T:{Vl])-hC7:{V^)-T,-n (2-23) 

where Q is the micro-rotation vector and / is the associated micro-inertia coefficient; f and g are the 
body and couple force vector per unit mass; rand aare the stress and couple-stress tensors, r: (VU) 
is the dyadic notation for TjiUij, the scalar product of rand VU. If 0=0 and g=Q=0, then the stress 
tensor r reduces to the classical symmetric stress tensor, and the governing equations reduce to the 
classical model (Lukaszewicz, 1999). 

In micropolar fluids, the motion is affected by (i) viscous action, measure by the shear viscosity 
coefficient ju, (ii) microrotation, measured by the vortex viscosity coefficient A; and (iii) the effect of 
couple stresses, measured by spin-gradient viscosity coefficient y. These are material properties that 
give rise to a length scale /: 

1'=1-(E±£] (2-24) 

Although the micropolar fluid theory has been applied to numerous problems, the primary 
drawback of this anlysis is the unknown viscosity coefficients /and /cand, consequently, the polarity 
length scale /. Hence, fiirther work must be done in quantifying the microstructural parameters 
before the theory van be fully utilized. 

2.8 Laminar and turbulent flow 

The two most important parameters characterizing a fluid, either gas or liquid, are density and 
viscosity. They are arranged in a non-dimensional form, Reynolds number, defined as: 
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Re = 
pUL 

(2-25) 

which is used to distinguish not only between inviscid and viscous but also between laminar and 
turbulent flow. 

Table 2.8.1. Flow classification according to Reynolds number. 
Re-^co 
Re>\ 
Re-I 

Inviscid Flow 
Viscous Flow 
Creeping Flow 

For pipe flow (internal flow) with Reynolds number smaller than 2300, the flow is laminar; the 
flow becomes turbulent if the Reynolds number is larger than 2300. For the boundary layer flow 
(external flow), the critical Reynolds number is 510^. The boundary layer is laminar if the Reynolds 
number is smaller than 5-10 ,̂ as the Reynolds number increase transition to turbulence occurs. 

3 Pressure-Driven Gas Flow in Microchannels 

3.1 Slip flow in microscale 

Considering air flow, the mean free path is about 0.065|im at atmospheric pressure, through a 
microchannel about 1 |nm in height; the resulting Knudsen number is on the order of 0.05. Flow with 
a Knudsen number larger than 0.001 is classified to be in the slip regime. In the slip flow regime, the 
continuum flow model is still valid for the calculation of the flow properties away from solid 
boundaries. However, the boundary conditions have to be modified to account for the incomplete 
interaction between the gas molecules and the solid boundaries 

Velocity slip boundary condition: The velocity at a certain distance j=/l away from the wall, using 
Taylor expansion, can be written as: 

I I o^^i 
U\ . =U\ . + A 

A^ d^U 

>-0 2 dy^ 
.o(x^) (3-1) 

7=0 

At the wall,y=0, the velocity is the average speed of incoming and outgoing molecules such that: 

l>;=0 
= UQ = — {reflected}+ — {incident} (3-2) 

For diffuse reflection boundary condition (a): w=0, while for specular Feflection boundary 
condition (1-a): w=w|y=x,; here, C7=l means full accommodation and a=0 means zero accommoda
tion. Hence, retaining only the first order term in the Taylor expansion (linear approximation), the 
velocity at the wall can be written as: 

^o=H;.=o=^r^*^+(̂ -̂ |̂ o 
.du, 

+ / 1 — 
dy y=Oj 

(3-3) 

y=0} 
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Re-arrangement of the terms leads to: 

andifcr=l: 

Wn = -
1-cr 

UQ -\-A 

\ r 
1 

+ — 
2 

V 

WQ + X 

1-G 1-G ^du 

;;=0 

W o = — - — W o + -I 
2 dy y=0 

2-cr ^du 

a dy =̂0 

Wo = ^—\ 
3̂ =0 

(3-4) 

(3-5) 

(3-6) 

(3-7) 

3.2 Gas flow in a straight and uniform microchannel 

Theoretical model (simple integral approach): For a steady 2-D flow with KnMa«\, 

w. 

H „L„ 

Figure 3.2.1. System geometry. 

—,—,— can be neglected m companson with — and — = — . Thereiore the govemmg 
dt dz dx dy dx L 

equation is greatly simplified to (Arkilic et al. 1997): 

d^u _ 1 dP 

dy-^ ju dx 

Double integration with respect to y-coordinate yields, 

(3-8) 

du I dP 
— = j^ + Q 
dy ju dx 

(3-9) 
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and, 

\ dP 2 r^ n 
Iju dx' 

(3-10) 

Applying the symmetry boundary condition, 
du 

•- 0 , leads to Ci=0. C2 is found by utilizing 

the velocity slip boundary condition, u = -X- , as follows: 
y=±H 

H' dP 
C 2 = - — — ( l + 4i^^) 

IjLi dx 
(3-11) 

where Kn . Finally, the velocity profile is given by: 
2H 

/ X H^ dP 

2ju dx 
1 - 1 - ^ I +^Kn 

The mass flow rate can be calculated as follows: 
H 

Q^=2Jp(x)u(y)Wdy 
0 

3juRT dx 

N 1 / 2 

.„(.w,)=f.w.^(f: = const 

Qn,=-
2WH' dP 
3/iRr dx 

[p{x)+6Kn,P„] 

Ĵ "" 7>uRT l\ dx ZjjRT JL 8x 
dP_ 
dx 

\dx' = -
2WH' 
3^T 

- + 6Kn,PoP 

Qm •^ = ̂ ^W -P^{x)+nKn,P,P, -nKn„PA4 
^fjRT 

(3-12) 

(3-13) 

(3-14) 

(3-15) 

(3-16) 

(3-17) 

(3-18) 

WH^P^ 

3^TL V P , 
-\ + \2Kn, 

^P ^ 
^ - 1 

V P 
\^ O J 

(3-19) 
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The mass flow rate at any given point is equal to the outlet mass flow rate, hence: 

P^-P\x)+\2Kn„P„P^ -12Kn,PAx) = j(lf -P' +^^%P,P, -\2Kn,F^) (3-20) 

The streamwise pressure distribution can be obtained by re-arranging Eq. 3-20: 

P(x) 
p. -6Kn^ 6Kn^^^\ - -W + XlKn, (3-21) 

Using Eq. 3-8 as the governing equation in the simplified model necessarily means that the 
non-linear convective term is neglected and the velocity profile is presume to be parabolic. A more 
comprehensive model, in which these restrictions are relaxed, is given by the following continuity 
and momentum equations: 

dx 

pu 
du dP 1 d 

-\-ju 
dx y"" dy 

y 
du 

lA 3 // 

V dy 

d'u dP 

+ M 
4 Tj 
— + — 
,3 M. 

dxdy dy 
= 0 

(3-22) 

(3-23) 

(3-24) 

An analytical solution, using the perturbation expansion method, accounting for both accelera
tion and non-parabolic velocity profile has been presented by Zohar et al. (2002). 

3.3 Gas flow in straight but non-uniform microchannels 

Expansion or contraction sections: Microchannels, with expansion/contraction sections, and 
pressure microsensors were surface micromachined on silicon substrates. The dimensions of a wide 
channel are about 40|imxl|Limx2000|^m, and those of a narrow channel are about 
20|imxl|Limx2000)Lim, as shown in Figure 3.3.1 (a) and (b). The narrow and wide channels in each 
pair are connected via a transition section with an included angle of 5°, 15°, 90° or 180°. 15° and 
180° corresponding close-up pictures are shown in Figures 3.3.1 (a) and (b). Pressure sensors are 
sparsely distributed along the straight sections of the microchannel for reference, and densely 
around the transition sections. Each sensor is based on polycrystalline silicon piezoresistors ar
ranged in a Wheatstone bridge configuration and attached to a membrane, lOOfimxlOO^m in size. 
Any pressure difference across the membrane results in its deflection, thus straining the piezore
sistors and changing their resistance. The voltage change due to the resistance change is recorded, 
and the pressure difference can be recovered using calibration curves. 
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(a) (b) 
Figure 3.3.1. Close-up pictures of transition sections with (a) 15°, and (b) 180°. 

Theoretical mass flow rate under fully attached condition in a series of channels: Assuming 
the flow at the inlet and outlet section to be equivalent to a separate channel flow, the inlet and 
outlet mass flow rate can be written in terms of the inlet/outlet pressure and the pressure at the 
transition section, P̂ ,̂ as follows: 

e-, in fm 
tr 

out 

Figure 3.3.2. Physical model of theoretical calculation of mass flow rate for a microchannel pair 
connected in series assuming fully attached flow. 

Q^^^-hl^linEl 

and 

2ARTLJU 

^^^outPout^ 

24RTLju 

+ l2Kn,, 

-nKn 
, P 
V out 

(3-25) 

(3-26) 

Since the mass flow rate along the entire channel from inlet to ouflet is conserved, the inlet and 
outlet flow rates are equal. Thus, combining Eq'ns 3-25 and 3-26 yields one equation with one 
unknown, P^. Solving the algebraic equation to obtain P,, allows its substitution into either Eq. 3-25 
or Eq. 3-26 to calculate the flow rate through the microchannel pair connected via the transition 
section. 



www.manaraa.com

172 L. M. Lee, L. S. L. Cheung and Y. Zohar 

3.5 

Theory, w=40 micron 

Theory, w=20 micron 

"Theory, microchannels in series 

X 

20 25 30 
AP (Psi) 

Figure 3.3.3. Analytical results of theoretical calculation of mass flow rate for a microchannel pair 
connected in series assuming fully attached flow. 

A comparison between the flow rate through various devices in either contraction or expansion 
mode is shown in Figures 3.3.4 and 3.3.5, respectively. In each mode, the flow rate decreases 
monotonically with increasing included angle of the transition section over the entire pressure-drop 
range tested. Such consistent results indicate that it is more likely that this behavior is not a result of 
inherent random system errors but rather a true effect of the transition section on the gas flow 
through the microchannel. 
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Figure 3.3.4. A comparison between the measured mass flow rate for the three included angles in 
contraction. 
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Figure 3.3.5. A comparison between the measured mass flow rate for the four included angles in 
expansion mode. 

Measure streamwise pressure distributions: Pressure measurements were collected for all de
vices under three flow-rate levels for either the contraction or the expansion mode. The results for 
the contraction and expansion mode are summarized respectively in Figures 3.3.6 and 3.3.7 for the 
90°-included angle device, of which all the sensors functioned properly. As expected the pressure 
gradient along the narrow section, whether it is next to the inlet or the outlet, is higher than the 
gradient along the wide section due to the higher frictional loss. 
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Figure 3.3,6. Streamwise pressure distributions along the 90°-included angle device in the contraction. 
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Figure 3.3.7. Streamwise pressure distributions along the 90°-included angle device in the expansion. 

Constrictions: Several microdevices were surface micromachined on silicon wafers. A constriction 
was created at the center of each microchannel, 40jLimx 1 jumx4000fim in dimensions. Pressure 
sensors are distributed sparsely along the straight sections of the microchannel for reference and 
densely around the constriction element. The sensors are based on piezoresistive sensing elements, 
arranged in a Wheatstone bridge configuration and attached to a membrane, 100|Limx lOO îm in size. 
The constriction was realized by two symmetric obstructions, each 10|am wide with varying length. 
A few devices were fabricated with the channel width d=lO, 20, 28 and 34)am at the constriction. 
Close-up pictures of the constrictions with the smallest and largest gaps tested in this work are 
shown in Figure 3.3.8 (a) and (b), respectively. 

Constriction ^j^mm^, .^ 

(a) (b) 
Figure 3.3.8. Close-up pictures of the constriction elements in two of the tested devices with constric

tion-gap width of (a) <i=10|am, and (b) ch34[im. 

Constriction-gap width effect: Nitrogen flow rate, Q^, was measured for all devices as a function 
of the pressure drop, A P, and the results are summarized in Figure 3.3.9. The solid curve is based 
on theoretical calculations as equation 3-19 for a straight microchannel, 40|imx0.95|imx4000|Lim in 
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dimensions. Due to the presence of the obstructions, the measured mass flow rate in all devices with 
constrictions is smaller than the calculated rate for the straight channel in the range of A P tested. 
The flow rate in a straight, uniform channel is inversely proportional to the channel length. The 
maximum additional length in the channel with the narrowest constriction is about 60iLim, for 
chlO^m, while the channel length is around 4000jLim. Hence, the mass flow rate should decrease by 
no more than 1.5% of the rate through a straight channel. However, even for the largest constriction 
gap, d=34\im, the measured values are about 15% smaller than the uniform channel flow rate. The 
measured flow rate for the smallest constriction gap, d=\0^m, is significantly lower, about 55% of 
the uniform channel rate. 
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Figure 3.3.9. A comparison between the measured mass flow rates for the constriction devices and the 

calculated mass flow rate for a uniform channel. 

Streamwise pressure distribution: Pressure distributions along the microchannel with the smallest 
constriction gap, (^lOjum, were recorded and plotted in Figure 3.3.10. The channel length between 
the inlet/outlet and the constriction was designed to be large, about 2000^m, to ensure the devel
opment of regular channel flow away from the constriction such that the end effects can be 
neglected. Extrapolating the measured pressure distribution towards the constriction element, the 
ouflet pressure of the upstream section, Puo, and the inlet pressure of the downstream section, Pdi, 
can be estimated. The pressure distribution is then calculated for each section, based on the same 
analytical model used for deriving Eq. 3-21, as follows: 

--6Km.^+< 6Kn,,^+-
Pu. Put 

-nKn 
Pu. 

- -1 (3-27) 

_p(x) 
= -6Kn+U6Kn + 

Pd, Pd 
- 1 + \2Kn, 

Pd, (3-28) 
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where x, is the streamwise distance from the channel inlet, Xo is the streamwise distance from the 
constriction element at the channel center, and Kriuo^PoKrio/Puo is the Knudsen number at the 
upstream-section outlet. The calculated nonlinear pressure distributions outside the constriction 
region agree reasonably well with the measured values as demonstrated in Figure 3.3.10. Small 
deviations, especially for the high-pressure drop case, could be the result of the bend effect. This 
suggests that the flow development in the straight sections between the inlet/outlet and the con
striction element is similar to that in a straight microchannel. 

500 1000 1500 3000 3500 4000 2000 2500 

X(um) 

Figure 3.3.10. Streamwise pressure distributions along the 10|im-constriction microchannel. 

Pressure loss: The pressure loss due to the transition section, estimated from the measurements 
presented in Figure 3.3.10, is plotted in Figure 3.3.11. Based on the estimated static pressure either 
upstream or downstream of the constriction element, the flow-rate calculations (based on equation 
3-19) can be corrected by using either one of the following relationships: 

H^DPul 

24RT{L/2)JU 
-l-^UKn,, 

o J Pu^ 
- 1 (3-29) 

H^DP} 

24RT{L/2)JU 

'Pd^' 

p , 
-\ + \2Kn^ 

Pd, 
- 1 (3-30) 

The corrected mass flow rates for all devices are compared in Figure 3.3.12 with the measured 
values. The theoretical predictions are within 5% of the experimental data. This reasonable 
agreement confirms that the additional loss cannot be attributed to additional friction loss due to the 
larger surface area of the constriction device. 
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Figure 3.3.11. Pressure loss plotted again with mass flow rate (d=lO[im, 0= 90°). 
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Figure 3.3.12. A comparison between the measured and corrected calculations of mass flow rate ac
counting for the pressure loss due to the lOjim-gap constriction. 

Cavities: A variety of microchannels with cavities have been designed to study numerous effects. 
An example picture of a fabricated device is shown in Figure 3.3.13 and the cavity layout is shown 
in Figure 3.3.14. In one set of microchannels, 4000x40xl.5^m^ in dimensions, a single cavity was 
designed to examine the effect of its particular configuration on the flow in the microchannel and in 
the micro cavity. The single cavity, always at the microchannel center, varied between Lc = 40 to 
160|jm in length and between Wc= 40 to 800|im in width. Another set of microchannels, 3825x30 
xl.5|Lim^ in dimensions, was designed to study the number of cavities effect on the flow field. The 
cavity configuration was kept constant in this set, Lc=Wc=l5[im, while the number of cavities 
increased fi*om 1 to a maximum of 127 as shown in Figure 3.3.15; with the cavities placed sym
metrically with respect to the channel center at equal intervals. Both sets included integrated 
pressure sensors designed in a Wheat-Stone bridge configuration of 4 piezoresistive elements. The 
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third set of microchannels, 400x100x20jLim^ in dimensions, was designed to study the flow pattern 
with the cavities. A pair of square cavities, varying between 20x20 to 70x70)im^ in area, was placed 
at each microchannel center. In all three device sets, the height of the cavities has been designed to 
be equal to the height of the microchannel. 

Figure 3.3.13. A photograph of a fabricated microdevice. 

A ^ WJL^ 
l>c 

A.^HIL, 

Figure 3.3.14. A schematic illustration of a microchannel with a single cavity. 

lypLiiJijw^^ 

(a) (b) 
Figure 3.3.15. Pictures of fabricated microchannels with (a) a single cavity, and (b) multi-cavity pairs (127) 

for gas flows. 

Theoretical analysis (Hele-Shaw flow): The argon mean free path at atmospheric pressure is 
0.104jim; hence, the outlet Knudsen number for a 1.6|im-high microchannel is about Kno=0.065. 
Hence, the flow is considered to be in the slip regime; the flow interior is still governed by the 
continuum equations with the velocity-slip boundary condition. This is the mathematical model used 
in the numerical computations of gas flows, while no-slip boundary condition is used in liquid flow, 
utilizing a commercially available finite-volume code CFD-ACE(U) developed by CFD Research 
Corp. The code verification was done for the case of a uniform microchannel, i.e. no cavities, for 
which a simple analytical solution has been derived. 
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Figure 3.3.16. Comparison between experimental results, theory model and CFD result. 
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Figure 3.3.17. Measured streamwise pressure distributions for various total pressure drops in microchannels 
with multi-cavity pairs, compared with theoretically calculated distributions in a uniform microchannel. 

Hollow symbol means single cavity and solid symbol means multi-cavity pairs. 

Assuming 2-D, fully-developed flow in a microchannel, the mass flow rate can be estimated 
using Eq. 3-19. The equation accounts for compressible and slip flow effects but not for 
non-parabolic velocity and acceleration effects. A comparison between the measured and calculated 
mass flow rate is summarized in Figure 3.3.16. Pressure losses due to the channel inlet and outlet 
have also been neglected in the analysis since the channel length is much larger than its height, 
L/H>\03. The corresponding streamwise pressure distributions given by Eq. 3-21 are compared 
with experimental measurements in Figure 3.3.17. The mass flow rate increase almost linearly with 
the number of cavities as shown in Figure 3.3.18. 
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Figure 3.3.18. The effect of the number of cavity pairs along a microchannel on the measured and com
puted mass flow rate. 

While the flow in the microchannel is fully-attached, the flow in the cavities can be either sepa
rated or attached. It is similar to flow between two parallel plates separated by a narrow gap known 
as Hele-Shaw flow characterized by two conditions (Riegels, 1938). The first condition is negligible 
inertia force compared to the fiiction force, pu{duldx)«/j{d^uldy^), leading to a small reduced 
Reynolds number Re : 

i?e* = PUaLc 

K^c J 
« 1 (3-34) 

where Ua is a velocity scale for the cavity flow. This is a well-known parameter often called reduced 
Reynolds number. The second condition is negligible planar viscous terms compared to the 
cross-stream term, (d^u/dx^)«( d^u/dy^), resulting in a small cavity number, Ac'. 

Ac = 
'H^ 

\^c J 
« 1 (3-35) 

It is important to emphasize that though this ratio appears in the condition for the reduced 
Reynolds number, it is an independent condition strictly geometric. Although this control parameter 
has been noted in the literature, its effect has never been explicitly discussed. The cavity flow is 
driven by the flow in the main microchannel. Therefore, the velocity scale is taken as the average 
velocity in the microchannel given by: Ua^ QJp^, where A is the channel cross-sectional area. 
Since Qm and A are readily available not only in the simulations but also in the experiments, both 
parameters Re * and Ac are known for every tested configuration. 
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The analysis for Hele-Shaw flow revealed two control parameters: Re* and A^ defined in equa
tions 3-34 and 3-35, respectively. Numerical computations of the cavity flow field resulted in 
attached or separated flow in the cavity depending on the values of these parameters. In order to 
support the simulation results, flow visualization experiments have been conducted in which the 
value of the control parameters varied systematically. The planar velocity vector plot at the cavity 
mid-height, >̂c = 0, is shown inFigures3.3.19(a)to(c)fori?e* = 3,11 and 100, respectively, having 
the same ^^=0.57. Evidently, Figures 3.3.19(a), the flow is fully attached for the smaller reduced 
Reynolds number. Re* = 3. Increasing the reduced Reynolds number to Re* =11, Figures 3.3.19(b), 
results in a separated flow inside the cavity although the height is very small, H~10|Lim. To underline 
the independent effect of the cavity number, similar simulations has been repeated for different 
values of Ac with constant Re , and the results are respectively shown in Figure 3.3.20(a) to (c). 
Indeed, the flow is fully attached for the lower cavity number, Ac = 0.25, Figure 3.3.20(a). However, 
even for the same very low reduced Reynolds number, Re*=0A5, flow separation in the cavity 
occurs if the ratio is increased to Ac=0.7l as shown in Figures 3.3.20(b). 
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(a) (b) (c) 
Figure 3.3.19. Numerica l computat ions; gas flow pattern dependence on the reduced Reynolds number for 

the cavity number wi th Ac = 0 .57, (a) Re* = 3 , (b) Re* = U and (c) Re* = 100. 
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(a) (b) (c) 
Figure 3.3.20. Numerical computations; gas flow pattern dependence on the cavity number for the reduced 

Reynolds number with Re* = 0.15, (a) Ac = 0.57, (b) Ac = 0.71 and (c) Ac = 0.86. 
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The cavity flow pattern is found to undergo transition from attached to separated with increasing 
either Re or A^ and it is interesting to find the critical values for this transition. In the absence of an 
adequate analytical model, flow patterns for various combinations of Re* ox Ac need to be examined. 
All the combinations of Re* and^^ used in this investigation are marked in Figure 3.3.21. Based on 
the computed velocity vector plot, as in Figure 3.3.19 and Figure 3.3.20, each cavity flow pattern is 
determined to be either attached or separated and, correspondingly, denoted by either hollow or frill 
symbols. This phase-plot diagram can now be considered as a flow regime map with clear 
boundaries between different flow patterns. The flow in the cavity is frilly attached only if two 
criteria are simultaneously met: Re*<A and ^^^^0.327. Flow separation occurs in the cavity if either 
Re>\0 or Ac>0321. Whereas the simple analysis required that both Re and Ac be very small, the 
computations provide sharp critical values. 
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Figure 3.3.21. Flow pattern diagram. 
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3.4 Gas flow in non-straight but uniform microchannels 

Bends: Microdevices with bended microchannels were surface micromachined on silicon sub
strates. Each device included a microchannel, 20|amxl|amx5810)Lim in dimensions. All the 
microchannels were designed with a 90°-tum mid-way between the inlet and outlet to eliminate any 
possible interaction between end effects and bend effects. Microchannels with a variety of bend 
configurations were fabricated, and the results pertaining to three types are discussed in this report. 
Close-up pictures of these bends: miter, curved and double-turn are shown in Figures 3.4.1(a)-(c), 
respectively. In the miter bend the channel turns sharply at a right angle, while in the curved-bend 
the channel turns smoothly with a 60|j,m radius-of-curvature and in the double-turn bend the channel 
turns sharply twice at 45° with a separation of 50|im between the two bends. 
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(a) (b) (c) 
Figure 3.4.1. Close-up pictures of 3 different bends located at the center of the 20|Lim-wide microchannels: 

(a) miter, (b) curved, and (c) double turn 

Mass flow rate of argon, Qf„, was measured as a function of the total pressure drop, A P, for the 
channels with the three different bends. The results are compared in Figure 3.4.2 with the calculated 
flow rate for the straight microchannel. The measured mass flow rates in all the microchannels with 
bends are smaller than the analytical values. The flow rate through the miter-bend channel is the 
lowest, about 70%, while the flow rate through either the double turn or the curved-bend channel is 
about 90% of the calculated flow rate for a straight channel. Since the cross-section is constant, the 
flow rate through all the devices should be equal to a straight channel flow rate if the flow is fully 
attached with no separation, such that the only resistance to the flow is due to friction. The lower 
measured values indicate that the presence of the bends results in additional pressure loss and, 
subsequently, in reduction of the flow rate. Furthermore, the loss due to one sharp turn of 90°, miter, 
is larger than the loss due to two sharp turns of 45°. This clearly demonstrates that the overall bend 
angle, 90° in all the devices, is less important than the detailed geometry of the bend. 
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Figure 3.4.2. A comparison between the measured mass flow rate for the three microchannels with bends 
and calculated mass flow rate for a straight microchannel. 

In order to investigate the cause of the additional loss, pressure distributions along the three 
microchannels were recorded. The results for the miter bend are summarized in Figures 3.4.3. 
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Extrapolating the measured pressure distribution towards the bend, the outlet pressure of the up
stream straight section, Puo, and the inlet pressure of the downstream straight section, Pdi, can be 
estimated. The pressure distribution is then calculated as following: 

Pu„ 

P{x) 

= -6Kn„„+{\6Kn„„ + 
Pu„ 

= -6Kn„+\\6Kn„ + 
PdA 

yP"o \ 

'Pd} 

V P 

+ l2Kn, 

+ l2Kn 

(3-36) 

(3-37) 

where x, is the streamwise distance from the channel inlet, Xo is the streamwise distance from the 
bend at the channel center, and Knuo=PoKnJPuo is the Knudsen number at the upstream-section 
outlet. The channel length between the inlet/outlet and the bend was designed to be large, about 
2900|im, to ensure the development of regular channel flow away from the bend such that the end 
effects can be neglected. Indeed, the calculated nonlinear pressure distributions outside the bend 
region, shown in Figure 3.4.3, agree reasonably well with the measured values. This suggests that 
the flow development in the straight sections between the inlet/outlet and the bend is similar to that 
in a straight microchannel. 
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Figure 3.4.3. Streamwise pressure distributions along the microchannels with the miter. 

A distinct drop in the static pressure across the bends is evident in the streamwise pressure dis
tributions plotted in Figure 3.4.3. This pressure drop can be estimated, AP = Puo-Pdj, and is plotted 
in Figure 3.4.4 as a fiinction of the mass flow rate. The pressure drop increases monotonically with 
increasing mass flow rate (increasing total pressure drop). Accounting for this additional pressure 
loss due to the bend, often labeled as a minor loss, the calculated flow rates can be corrected. 
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Figure 3.4.4. Estimated pressure Joss due to the bends as a function of the mass flow rate. 

Based on the estimated static pressure either upstream or downstream of the bend, the flow-rate 
calculations can be corrected by using either one of the following equations: 

Qm = 
H^WPul 

24RT{L/2)JU 

/ \ 2 

V^^oy 
-l + l2Kn., -^—1 

Qm = 
H^WP^ 

24RT{L/2)JU 

'Pd^^' 

yPoj 
-\ + \2Kn. 

Pdj_ 
-1 

(3-38) 

(3-39) 

The corrected mass flow rates for the microchannels with the miter bend is compared in Figure 
3.4.5 with the measured values. The theoretical predictions are within 5% of the experimental 
measurements. This agreement confirms that the additional loss is a direct result of the bend. 
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Figure 3.4.5. A comparison between the measured and corrected calculations of mass flow rate accounting 
for pressure loss due to the bends. 
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4 Liquid Flow in MicroSystems 

4.1 Electric Double Layer (EDL) 

Most solid surfaces acquire a surface electric charge when brought into contact with an electrolyte 
(liquid). Mechanisms for the spontaneous charging of surface layers include: 

- differential adsorption of ions from an electrolyte onto solid surfaces (e.g., ionic surfac
tants); 

- differential solution of ions from the surface to the electrolyte; 
- deprotonation/ionization of surface groups. 

In microfluidic electrokinetic systems, the most common of the above mechanisms is the de-
protonation of surface groups on the surface of materials like silica, glass, acrylic and polyester. 

Charge separation at interfaces. Two phases in contact will spontaneously develop a separation 
of charge as shown in Figure 4.1.1. 

Figure 4.1.1. Charge separation of interfaces. 

The most important mechanism for charge separation in micro fluidic systems is the ioniza
tion of surface groups. For example: 

- Carboxyl groups: COOH « COO" + H^; 
- Amine groups: NH2 + H^ <=> NHs^. 

One of the most applicable reactions to electrokinetics systems etched in glass substrates (or 
fused silica substrates) is the deprotonation of silanol groups, in which the generated surface 
charge density is determined by the number of deprotonation of surface silanol groups (SiOH). As 
a result, the magnitude of the net surface charge density at the liquid/solid interface is a strong 
function of the local pH value. The equilibrium reaction associated with this deprotonation 
process can be represented as: 

- SiOH « SiO- + H". 

Several characteristics of glass or silicon dioxide film are listed as the following: 

- an amorphous solid; 
- has the structure of a liquid; 
~ has no distinct melting or freezing temperature, but only glass transition temperature; 
- contains at least 50% silica (a 'polymorphic' material). 
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The wet and dry states of a properly treated glass/oxide surface can be described as: 

- Dry 

- Wet 

H H H H H H 

Si-O St-O Si-O^ Si-O Si-O Si-O 

Si4y Si~0" Sî O" Si'O' Si~0̂ '- Mt4y 

Figure 4.1.2. Wet and dry states of a treated glass/silicon dioxide surface. 

Gouy-Chapman model. According to the charge distribution in Gouy-Chapman theory (Bard & 
Faulkner, 1979), a balance of force in the ions developed between electromigration, of which moves 
ions to the wall and the diffusion, which drives ions away from the wall. All the ions in these laminae 
are assumed to be in thermal equilibrium as stated in the 1 -D equation: 

(4-1) 
ZjC dip _ 1 dn^ 

kT dy n^ dy ' 

where Z/ is the valence number, e the elementary charge, Tthe temperature, /?/ the ion concentration, 
(p the electric potential measured respect to the bulk solution and k the Boltzmann constant. Under 
the boundary conditions: 

^ ^^ 0 at 7 -^ 00, (4-2a) 

where the bulk is assumed to be neutral charged, and, 

ri -> w'o at J -> ^ , (4-2b) 

UQ denotes concentration far from wall. In this case, as shown in Figure 4.1.3, the ion distribution 
satisfies Boltzmann statistics: 

«,(,) = « ° e x p | - ^ (4-3) 

i 
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Figure 4.1.3. Charge and potential distribution illustrating Guoy-Chapman model. 
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For the case of general electrolyte, the net charge density (pg) in the EDL is distributed as: 

(4-4) 

The potential due to the charge near the wall obeys Poisson's equation: 

where s represents the relative permittivity and So is the absolute permittivity of air. Finally, the 
charge density can be expressed in terms of ion concentration yielding the Poisson-Boltzmann 
equation: 

d^(p - e ^ 0 f ^i^cp 

dv S£^ 0 /=1 kT 
(4-6) 

Debye-Huckel approximation. The Poisson-Boltzmann equation is intrinsically non-linear. 
Debye-Huckel theory allows an important simplification. Considering the limit: 

Zie(p{y)lkT « \ , 

the Poisson-Boltzmann equation can be simplified as Debye-Huckel equation: 

d (p _ (p 

dy^ X\ 

where the Debye length, XD, is defined as: 

N 1 / 2 

^ D = ^Tle'^^z^n^ 
/=i J 

The Debye-Huckel equation is linear in nature, with the boundary conditions: 

(p-^(p^ at y -> 00, 

assuming finite electrical potential at the wall (cp̂ ,̂) 

d(p 
dy 

- ^ 0 at j ^ -> 00, 

(4-7) 

(4-8) 

(4-9) 

(4-10a) 

(4-lOb) 

as the ion concentration becomes uniform far from the charged walls. This results the solution: 

(p = (p^,Qxn - - 7 - |. (4-11) — 
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The electric potential decays exponentially away from the wall. The Debye length (AD) describes 
the location of the 1/e decay. 

Stern layer. The Gouy-Chpaman model fails to describe the EDL near the wall. Therefore, Stem 

proposed a new EDL model composed of two layers: 

- The Gouy-Chpaman layer of diffiise ions (mobile) 
- The Stem layer of absorbed ions (immobile) 

© 
© 

© ® 

-^^ © © © 
.shear pkiie © © © ® / '^"r^ 

©©©eeeeee^l,.^ 

Figure 4.1.4. Gouy-Chapman Layer and Stem Layer. 

Several characteristics of the Gouy-Chapman-Stem model are listed as the following: 

- The immobile counter-ions ions are believed to be attracted to the charges of the wall by 
van der Waals forces 

- The surface separating the 2 EDL layers is called the shear plane 
- No-slip condition for the liquid motion is applied at the shear plane 
- Zeta potential, ^, is defined as the potential value at the shear plane 
- The Debye length, A^, is much larger than the Stem layer thickness 

In conclusion, all the relations derived for the Gouy-Chapman model (diffuse layer) are valid 
in the (more physical) Stem model by substituting: 

^w^C (4-12) 

4.2 Electroosmotic Flow (EOF) 

Physical Model. In a microchannel of which the walls are made of dielectric materials, the liquid 
inside the channel will move in the direction of the electric field applied between an upstream and 
downstream location. As shown in Figure 4.2.1, under constant electric field, the balance between 
the viscous and electric forces exerted on the migrating counter-ions in the mobile diffuse region of 
the EDL, at the solid-liquid interface, results in a steady liquid motion known as electroosmotic 
flow. 
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Electrokinetically-Driven 
Electrical Double Layer Liquid Flow 

(EDL) M"»̂ ^̂ ^̂ ^̂  iillM̂^̂^̂^̂^̂  
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Figure 4.2.L Electrical double layer and electrokinetically-driven flow. 

Mathematical Model. The fluid motion in a microchannel, under an electric field, is governed by 
the incompressible continuity and Navier-Stokes equations: 

V-v = 0, (4-13) 

/?- : ; - + (v • V)v U -Wp + / / V \ + /?^E , (4-14) 

where p and /i are the fluid mass density and dynamic viscosity, respectively, p^ is the electric charge 
density, E is the electric field intensity vector, p is the pressure and v is the velocity vector. 

Under static or quasi-static electrostatic condition, the electric field vector is the negative gra
dient of the electric potential 0 which, in turn, is governed by the Poisson equation as follows: 

E = - V 0 (4-15) 

y^0^-pj£ (4-16) 

where s is the liquid permittivity. The distribution of the electric charge density in the hquid is the 
result of both the distribution of the surface charge at the channel walls and the externally apphed 
electric field. The electric potential can then be decomposed into two components, the potential due 
to the applied electric field, ^, and the potential due to the charge at the channel wall, cp, under the 
following conditions: (i) the Debye thickness is small compared with the channel diameter or height, 
(ii) the surface charge at the walls is not large, and (iii) the fluid velocity in the microchannel is too 
small to re-distribute the electric charge distribution (typical Reynolds number for electroosmotic 
flow is smaller than 0.01). Equation (4-16) can now be split into the following two equations: 

VV = 0 (4-17) 
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^'cp^-pjs (4-18) 

Utilizing the charge distribution proposed in Gouy-Chapman theory with linear approximation 
of the Debye-Huckel model (Bard & Faulkner, 1979), the EDL is modeled as a diffuse layer which 
consists of a series of laminae parallel to the micro channel wall. All the ions in these laminae are 
assumed to be in thermal equilibrium. Therefore, the ion distribution satisfies Boltzmann statistics. 
The electric potential at a fixed distance away from the channel wall is assumed to be a constant zeta 
potential f Hence, equation (4-18) can be simplified into: 

vV^ K^(p , (4-19) 

where K~ =Ao is the Debye length. It is important to note that there are many theories describing 
the electric double layer. Although the Gouy-Chapman theory and Debye-Huckel approximation 
include questionable assumptions and more complex theories have evolved, nonetheless it provides 
an often-used convenient model to describe the EDL. 

Electroosmotic flow in a microchannel. To generate uniform electroomotic flow in a micro-
channel, a uniformly surface charged channel with a constant externally-applied electric field are 
required as illustrated in Figure 4.2.2. 
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Figure 4.2.2. Electroosmotic flow in a microchannel. 

For creeping flow in a microchannel (Re « 1), the momentum equation is simplified as: 

0 = -Vp + p^E + JLN^U (4-20) 

When combining with Poisson equation to electric-field can be fiirther simplified to 

-Vp-££QEV^(P + juV\ = 0 . (4-21) 
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Assuming linear combination for the velocity, u = UE+ up, where UE is the velocity component 
from the electroosotic flow and up is the Poiseuille flow due to the pressure gradient. The equation is 
expressed as: 

-Vp- ss^EV^cp + JUV\E + /̂ V V = 0 (4-22) 

By superposition, equation (3-22) is decomposed to 

-Vp + / / V V = 0, (4-23) 

in which the velocity field is due to the pressure force, and 

- ss^EW^cp + juV^u^ = 0, (4-24) 

in which electrokinetics is the driving force. 

In the following result, only purely electrokinetically-driven flow (uniform pressure) will be 
considered because it is trivial to add the pressure gradient components to flow field by linear 
superposition, in which the governing equation is expressed as 

d'^u^ S£QE d^cp 

d/ ju dy' 
0, 

with to boundary conditions: 
du^ /dy = d(p/dy = 0 at y = 0 ; 

w ^ = 0 ; ^ = ^ at y = h ; 

These conditions give solution of: 

^EM 
ee^E^ cosh(fcy - Kh) 

cosh fdi 
- 1 

The corresponding 1-D velocity distribution is shown in Figure 4.2.3. 
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Figure 4.2.3. 2-D velocity profile of electroosmotic flow. 
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Under the thin EDL assumption (Probstein, 1994). hlXo » 100, away from the wall, the solution 
(4-27) can further be simplified as 

^E(y) = — - — (4-28) 

4.3 Complex Liquid Flows in Microchannels (EOF) 

MicroChannel flow is dominated by surface forces. Therefore, a very high pressure is required as the 
driving force. The flow is laminar and attached; it is very difficult to introduce turbulence and 
separation. However, selective patterning of the surface charges using standard photolithography 
techniques enables the generation of any arbitrary micro flow pattern using electrokinetics as the 
driving force. Using this technique, several vortex flow patterns are demonstrated. 

Out-of-plane vortex motion. Under an externally applied streamwise electric field in the 
x-direction, the resulting electroosmotic flow is usually in the streamwise direction as well. In order 
to generate spanwise vorticity, all required is to induce non-uniform cross-stream distribution of the 
streamwise velocity component, i.e. u(y). This can be achieved by patterning the top and bottom 
surfaces anti-symmetrically. Under a streamwise electric field, the liquid near the top and bottom 
surfaces flow in opposite directions giving rise to spanwise vorticity. The surface-charge pattern for 
generating a single out-of-plane spanwise vortex is shown in Figure 4.3.1(a). A positively or nega
tively charged zone is required on either the top or bottom surface, while the corresponding zone on 
the opposite surface carries the opposite charge. The active area is placed at the center, while the rest 
of the microchannel surface is kept neutral. The opposite electroosmotic slip, generated by a 
streamwise electric field, near the top and bottom surfaces leads to a re-circulating zone. The ve
locity field for this surface-charge configuration is plotted in Figure 4.3.1(b). A single out-of-plane 
vortex is clearly visible rotating clockwise around its axis in the spanwise z-direction. 

electrode 
La + charge surface 

I L._H-.JA. 

+ electrode 

w 

(a) 

7 / / , 

(b) 

Figure 4.3.1. A single out-of-plane micro-vortex: (a) surface-charge pattern, and (b) the corresponding 
velocity field. 
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A train of co-rotating out-of-plane vortices can be formed by periodic duplication of the charge 
pattern required for a single vortex as schematically drawn in Figure 4.3.2(a) for 5 such cells. The 
corresponding velocity vector plot at the channel mid-plane is shown in Figure 4.3.2(b). Either the 
reversal of the electric field or flipping the charge pattern between the top and bottom surfaces will 
result in reversing the rotational direction of the vortex train. 
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Figure 4.3.2. Pairs of out-of-plane co-rotating vortices: (a) surface-charge pattern, and (b) corresponding 
velocity field. 

Counter-rotating pairs of out-of-plane vortices periodically distributed along the channel can be 
formed by flipping the charge pattern in every alternate cell in the configuration used for the 
co-rotating vortices as illustrated in Figure 4.3.3(a). The wavelength of the corresponding velocity 
vector field, depicted in Figure 4.3.3(b). 

- electrode 
- charge surface 

I k + electrode La + charge surface 
^ ^ K +eIectrot 
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Figure 4.3.3. Pairs of out-of-plane counter-rotating vortices: (a) surface-charge pattern, and (b) corre
sponding velocity field. 
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Finally, these out-of-plane vortical flow fields are summarized using the spanwise vorticity 
component. The computed spanwise vorticity distribution along the microchannel at the channel 
centerline, A W , is plotted in Figure 4.3.4 for all the liquid flows. 
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Figure 4.3.4. Spanwise vorticity distribution along the channel centerline, Qy(x), for the out-of-plane 
vortical flow fields. 

In-plane vortex motion. A simple heterogeneous configuration to create a single in-plane vortex, 
as was first sketched by Ajdari (2002), is illustrated in Figure 4.3.5(a). A simple charge pattern of a 
positively charged zone next, in the spanwise direction, to a negatively charged zone is placed at 
equal distance fi-om the channel inlet and outlet. The top and bottom surfaces are symmetrically 
charged, while the rest of the microchannel surface is neutral. The electro-osmotic slip generated by 
the streamwise electric field leads to a re-circulation zone. The resulting velocity vector at the 
channel mid-plane, parallel to the top and bottom surfaces, is plotted in Figure 4.3.5(b). A single 
in-plane vortex is obtained rotating clockwise. 

- charge surface J + charge surface 

\B| 
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(b) 

Figure 4.3.5. A single in-plane micro-vortex: (a) surface-charge pattern, and (b) the corresponding velocity 
field. 



www.manaraa.com

196 L. M. Lee, L. S. L. Cheung and Y. Zohar 

Streamwise periodic duplication of the charge pattern required for a single vortex is schemati
cally drawn in Figure 4.3.6(a). A train of five in-plane co-rotating vortices is produced, of which two 
are plotted. All vortices rotate in the clockwise direction as shown in Figure 4.3.6(b). Again either 
reversal of the electric field or flipping the charge pattern will result in reversal of the rotational 
direction of the vortex train. 

- charge surface ^^ + charge surface 
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Lb 

+ electrode , <—> V i- eieciroai 
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Figure 4.3.6. A train of in-plane co-rotating vortices: (a) surface-charge pattern, and (b) the corresponding 
velocity field. 

It is also possible to generate a periodic flow of counter-rotating pairs of in-plane vortices. This 
can be done by flipping the charge pattern in every alternate cell in the configuration used for the 
co-rotating vortices as illustrated in Figure 4.3.7(a). The wavelength of the corresponding velocity 
vector field, shown in Figure 4.3.7(b). 

— electrode + charge surface La - charge surface + electrode 
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Figure 4.3.7. A train of in-plane counter-rotating vortices: (a) surface-charge pattern, and (b) the corre
sponding velocity field. 
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All these in-plane vortical flow fields can be summarized using the cross-stream vorticity 
component. The computed cross-stream vorticity distribution along the microchannel at the channel 
mid-height, Q/x) , is plotted in Figure 4.3.8. 

- - - co-rotating (La/LD -1/3) 

counter-rotating (La/Lb = 1/3) 

shear flow (La/Lb = 1.0) 

La/Lb = 0.8 

• single 

Figure 4.3.8. Cross-stream vorticity distribution along the channel centerline, Q^Cx), for the in-plane 
vortical flow fields. 

Microscale liquid mixing. Reduction in mixing time and length requires transverse velocity 
components of the main flow. A simple charge pattern, illustrated in Figure 4.3.9, is selected to 
generate in-plane vorticity. The pattern consists of three pairs of neighbouring positively and 
negatively charged regions. The negatively charged regions at the microchannel inlet and outlet 
are designed to provide the mean flow. 

+ electrode at inlet 
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Figure 4.3.9. Plan view of the selected surface charge distribution along both the top and bottom surfaces. 

Electric-field application across the channel results not only in electroosmotic flow driving 
the two liquids, but also in rapid mixing at the charge-pattern region as shown in Figure 4.3.10(a). 
In less than 1 min, the mixing process reaches a steady state with a well-mixed zone just down
stream of the charge pattern shown in Figure 4.3.10(b). In comparison, the liquids in the 
electroosmotic flow developed in an identical channel with uniform negative charge. Figure 
4.3.11, remain highly segregated. 
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flow direction III 

(a) 

(b) 

Figure 4.3.10. Planar concentration distribution of the two hquids in microchannel with the surface charge 
pattern in Fig. 4.3.9, (a) at transient state (t=5s) and (b) at steady state (/=50s). 

Figure 4.3.11. Planar concentration distribution of the two liquids at steady state (^50s) for a reference 
microchannel with uniform negative surface charge. 

Figure 4.3.12. Mid-plane vector plot of the velocity distribution at the mixing zone. 

The dramatically enhanced mixing in the microchannel with inhomegenous surface charge is 
due to the transverse velocity illustrated in Figure 4.3.12. Characterization of mixing process 
requires examination of the spanwise concentration profiles of the liquids as plotted in Figure 
4.3.13 at the channel outlet for several time steps. Initially, the concentration increases from zero 
at half of the channel to unity at the other half The concentration on both sides gradually ap
proaches 0.5, indicating a well-mixed region, except near the side walls where the initial liquids 
are still present due to the no-slip boundary condition. Mixing can be measured by the relative 
liquid concentration; hence, a mixing index is defined as the ratio between the low and the high 
liquid concentration. Maximum mixing index of unity corresponds to 0.5 concentration of each 
liquid, while minimum mixing index of zero corresponds to complete absence of one of the 
liquids. 

c 

o 

O 

0 
o 

i.u -

f £ r i i n m m ^ ^ ^ ^ 

' / ^ ^ " " ^ ^ 

^ A t̂ ^̂ *******̂ "" — t = Os 
- ^ t = 1 7 s 
- - t = 25s 
^ t = 33s 

^ -^t = 50s 

-50 -30 -10 10 
Channel Width (mm) 

50 



www.manaraa.com

Microfluidics: Device Science and Technology 199 

Figure 4.3.13. Spanwise water concentration profile at the channel outlet for several time steps. 
The steady-state mixing profile across the channel mid-plane is shown in Figure 4.3T4 at several 
locations along the microchannel. Upstream the mixing zone, the mixing is poor except at the thin 
interface between the two liquids due to diffusion. The best mixing profile is obtained just 
downstream of the mixing zone where the index is close to one across the entire channel. The time 
evolution of the average mixing index at several cross-sections along the microchannel is plotted 
in Figure 4.3.15. The process is so rapid that within 30s, the index downstream of the mixing zone 
reaches its steady-state value of almost one. 
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Figure 4.3.14. Mid-plane mixing-index profile at various locations along the channel at steady state 
(^50s). 
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Figure 4.3.15. Time evolution of the averaged mixing index at several cross sections along the channel. 
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5 Fluidic Microsystems 

5.1 Diagnostic techniques 

Mass flow rate. In microscale gas flow, the mass flow rate inside a microchannel can be measured 
by travehng water meniscus in an outlet syringe (volume flow rate) as illustrated in Figure 5.1.1(a). 
One example of flow rate measurement with different working fluids is shown in Figure 5.1.1(b). 
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Figure 5.1.1. Mass flow rate measurement (a) experimental setup and (b) of different working fluids 
(gases). 
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Static pressure measurements. Piezoresistive gage pressure sensors are integrated in a micro-

channel to measure the gas pressure distribution in Figure 5.1.2(a). The membrane constructed by 

thin film technology is deflected due to pressure difference across the microchannel. Resistance 

change is induced in the sensing element due to the resultant strain. The calibration curves of the 

pressure sensors and one case of measured streamwise pressure distribution are shown in Figure 

5.1.2(b) and Figure 5.1.2(c) respectively. 
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Figure 5.1.2. Static pressure measurements (a) by piezoresistive gage pressure sensors, (b) calibration 
curves and (c) streamwise pressure distribution. 
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Surface shear stress. Huang et al. (1999) built in a thermoresistive temperature sensor shown in 

Figure 5.1.3(a) to measure the surface stress of a moving fluid in microscale. The velocity gradient 

changes the temperature of sensing element; this temperature change in terms induces the change of 

the resistivity of the sensing element. The shear stress sensor calibration is also plotted in 5.1.3(b). 
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Figure 5.1.3. Surface shear stress measurements (a) by thermoresistive temperature sensors and (b) sensor 
calibrations. 

Temperature distribution measurement. Thermoresistive temperature sensor is fabricated in the 

microchannel Figure 5.1.4. Temperature change results in the change of resistance of the sensing 

element. The calibration curves of the thermoresistive sensors and one case of measured streamwise 

temperature distribution are plotted in Figure 5.1.5(a) and Figure 5.1.5(b) respectively. 

Figure 5.1.4. Integrated thermoresistive temperature sensors. 
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Figure 5.1.5. Temperature distribution measurement: (a) calibration curves, and (b) streamwise tempera
ture distribution. 

Flow visualization. The flow field can be optically monitored under the microchannel using vari

ous techniques. Particles are laden in the working fluid in visualizing liquid flow in a micro-cavity in 

Figure 5.1.6(a). The phase change in convective boiling (vapor/liquid interface) and in a micromixer 

(liquid/gas interface) can be directly visualized under an optical microscope in Figure 5.1.6(b). 
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Figure 5.1.6. Flow visualizations: (a) liquid laden with solid, and (b) two-phase vapor/liquid flow in 
convective boiling. 
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Velocity measurements (liquid). Meinhart et al. (1999) developed micro particle image veloci-

metry (micro-PIV) technique to measure the flow field in micro scale. The seeded microspheres is 

tracked in space as a function of time. Atypical experimental set-up is shown in Figure 5.1.7(a). The 

parabolic velocity profiles in microchannel liquid flow tracked by micro-PIV technique (Silber-Li 

et. al., 2003) are illustrated in Figure 5.1.7(b). 
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Figure 5.1.7. Velocity measurements (liquid) by micro particle image velocimetry (micro-PIV) technique 
(a) experimental setup and (b) velocity profiles by instant image of the microspheres. 

5.2 Fabrication techniques 

Integrated micro systems for gas flow. Using surface machining technique, a variety of integrated 
micro systems for gas flow are designed, fabricated and tested. The cross sections in the fabrication 
process are described in Figure 5.2.1(a). The different geometrical arrangements of microchannels 
for gas flow are summarized in Figure 5.2.1(b). 
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Figure 5.2.1. Integrated micro systems for gas flow (a) cross sections in the fabrication process and (b) 
summary of different geometric arrangements of fabricated devices. 

Surface modification. Using surface chemistry combined with standard Hft-off technique, micro-
channel device which controls micro-scale liquid flow are fabricated and tested. The fabrication 
process begins with surface modification of the substrates to enhance the negative surface charge 
described in Figure 5.2.2(a). Electrostatic self-assembly method allows the polymer polyalylamine 
(PAH), in which the amine group (-NHs^) is positively charged, to be assembled to the substrate 
surface by electrostatic force in Figure 5.2.2(b). Arbitrary charged pattern arrangements can then be 
achieved by standard photolithography technique in lift-off process in Figure 5.2.2(c). The charge 
patterns can then be confirmed by excitation of PAH-fluorescein as illustrated in Figure 5.2.2(d). 
Experimental results showed that photoresist is a good masking material and PAH is stable in 
acetone and alcohol. 
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Figure 5.2.2. Surface modification by surface chemistry and lift-off technique (a) enhancement the nega
tive surface charge, (b) electrostatic self-assembly of polymer polyalylamine (PAH), (c) standard 

photolithography technique in lift-off process and (d) PAH-fluorescein inspection. 
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Integrated micro systems for liquid flow. Using surface modification technique, various inte
grated micro systems for different microscale Hquid flow patterns: bi-directional shear flow, 
out-of-plane and in-plane vortices and micro-mixing flow patterns are demonstrated. The fabrica
tion process is described in Figure 5.2.3(a). Two microchannel devices are shown in Figure 5.2.3(b). 
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Figure 5.2.3. Integrated micro systems for liquid flow (a) cross sections in the fabrication process and (b) 
two examples of microchannel device. 
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